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Abstract

Logistical Networking * can be definedasthe global op-
timisation and scheduling of data storage,data movement,
and computation.lt is atechnologyfor sharednetwork stor-
agethat allows an easyscaling in termsof the sizeof the
usercommunity the aggregatequantity of storagethat can
be allocated, and the distribution breadth of servicenodes
acrossnetwork borders.

After describingthe baseconceptf Logistical Network-
ing, we will introduce the Internet Badkplane Protocol, a
middleware for managingand usingremotestoragethrough
allocation of primitive “byte arrays”, shaving a semantic
in between buffer blodk and commonfiles. As this char-
acteristic can be too limiting for a large number of appli-
cations, we deelopedthe exNode,that can be defined,in
two words, as an inode for the for network distributedfiles.
We will introducethen the Logistical Backbone,or L-Bone,
is a distributed set of facilities that aim to provide high-
performance,location- and application-independenaccess
to storagefor network and Grid applicationsof all kind.
Keywords: LogisticalNetworking, IBP, storage-enablmter-

net

|. INTRODUCTION

While explosive growth in the useof computeand
data intensive simulation continuesto transformthe
practiceof scientificinvestigationacrossevery field, a
paralleltransformationis alsorevolutionizing the abil-
ity of researcherso collaborateacrossgeographicand
disciplinary barriers. The vision of a new eraof sci-
ence,producedby the convergenceand maturationof
thesetwo powerful trendsin scientific computing,is
sharedbroadlywithin the researcticommunity An in-
dispensabldey to realizingthis vision, though,is the
developmeniof advancednetwork andmiddlevareser
vicesthat can provide reliable, fast, flexible, scalable,
andcost-efective delivery of datato supportdistributed
andhigh performanceapplication=f all types.

At thebaseof theLogisticalNetworking project[10]
is aricherview of theuseof storagagn communication.
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Most currentapproacheto advancednetwork services
rely on the standardend-to-endnodel of communica-
tion wherethe stateof network flowsis to bemaintained
atthe endnodesandnotin the network. On this view,
the network itself offers no model of storage;soit is
notsurprisingthatthereis no currentservicethatmakes
storageavailablefor generaluse”in the network”, i.e.
availablein the senseahatit is easilyandflexibly usable
by a broadcommunitywithout individual authorization
or pertransactiorbilling. Thereis nosharedlistributed
storageinfrastructurefor the supportof asynchronous
communicatiorgenerally

By contrast,our conceptof Logistical Networking
represent& moreradicalapproachitrying to get max-
imum leverageout of the ongoing,exponentialgrowth
in all typesof computingresources processingower,
communicatiobandwidth andstorage LogisticalNet-
working canthus be definedas the global scheduling
andoptimizationof datamovement,storageand com-
putationbasedon a modelthat takes into accountall
the network’s underlyingphysicalresourcesincluding
storageandcomputation.

By addinga uniform model of storageto the defi-
nition of the network, andtherebyexposingsuchem-
beddedstoragefor direct scheduling,t is possiblefor
applicationdesignersandin particulargrid appliction
designersto make much strongerassumptionsabout
the ability of next generationapplicationsto manage
distributed stateand engagein asynchronougommu-
nicationsof all types. Logistical Networking offers a
generalway of usingtherising flood of computingre-
sourcedo createa commondistributed storageinfras-
tructurethat can shareout the rapidly growing bounty
of storage(and computation)the way the currentnet-
work sharesout bandwidthfor synchronougommuni-
cation(i.e. the senderandrecever aresimultaneously
connectedo the network.)

A commonreactionto the storage-enablethternet
ideais thatmary of thesefunctionscouldbe sened by
using individually owned resourcesaccessedy vari-
ous protocolsalreadyestablished.Examplesare mail



andnews seners,Web cachesanddistributedfile and
databasesystems. While it is true that eachof these
casesworks without the use of common storagere-
sourcestheresultis a balkanizatiorof resourcesledi-
catedto specificapplicationsandalack of interoperabil-
ity betweersimilar applications.Today objectsshared
duringcollaboratiorareheldin privatestorage But this
approaclgivesout when,for instancean averageuser
decidesto bring a datasetinto a collaborative session
thatis solargeit cannotbeheldin privatestorageowned
by the participantsn the sessionpr whendifferentcol-
laborative applicationdail to interoperatéecausé¢here
is no private storagethat is jointly accessiblgo them
at the time required. In that case the communitymay
bewilling to provisionmassve storageor time-limited
useandto make it freely available. Althoughthe com-
munity is unlikely to take sucha stepfor a particular
application,it maybewilling to do soif, asin thecase
of provisioning P networks, all userscanshareit for a
wide rangeof applications.High degreesof interoper
ability tendto enableambitiouscommunityinvestment.
This paperis organizedas follows: sectionll de-
scroibeghethelnternetBackplandlrotocol,which can
be consideredhe basicmechanisnfor ary work in the
Logistical Networkinging area. Sectionlll presentsa
file abstractiorfor storagein the wide area,calledthe
exNode, a necessanyrick to build in the robustness,
easeof use,andscalabilitythatthe storage-enablebh-
ternetwill require. SectionlV describeghe Logistical
Backbonewhile SectionV presentsomeapplications
andprojectsthatalreadyusethe Logistical Networking
concepsandtheBP softwarein particular

Il. THE INERNET BACKPLANE PROTOCOL

IBP [8] is middleware for managingand using re-
mote storage.Inventedaspart of LoCl to supportLo-
gistical Networking in large scale,distributed systems
and applications,it acquiredits namebecausét was
designedo enableapplicationsto treatthe Internetas
if it werea processobackplane Whereason a typical
backplanethe userhasaccesd4o memoryand periph-
eralsandcandirectcommunicatiorbetweerthemwith
DMA, IBP givesthe useraccesgo remotestorageand
standardnternetresourcege.g. contentsenersimple-
mentedwith standardsoclets)and candirectcommu-
nicationbetweerthemwith theIBP API. By providing
a uniform, application-independeimterfaceto storage
in the network, IBP makesit possiblefor applications
of all kindsto useLogisticalNetworkingto exploit data
locality and more effectively managebuffer resources.
We believeit representthekind of middlewvareneeded
to overcomethe currentbalkanizatiorof statemanage-
mentcapabilitieson the Internet.IBP allows any appli-
cationthat needsto managedistributedstateto benefit

from the kind of standardizationinteroperability and
scalabilitythathave madethe Internetinto sucha pow-
erful communicatiortool.

Since|BP draws on elementsfrom different tradi-
tional designsjt doesnotfit comfortablyinto the usual
catggoriesof mechanismdor statemanagementiBP
canbe viewed asa mechanismo manageeithercom-
municationbuffers or remotefiles. Both characteriza-
tionsareequallyvalid andusefulin differentsituations.
If, in orderto usea neutralterminology we simply re-
fer to the unitsof datathat|BP managessbytearrays,
thenthesedifferentviews of IBP canbe presentedas
follows:

« IBP asbuffer management: Communicatiorbe-
tweennodeson the Internetis built uponthe ba-
sic operationof delivering paclets from sender
to recever, where eachpaclet is buffered at in-
termediatenodes. Becausethe capacityof even
large storagesystemsis tiny comparedwith the
amountof datathatflows throughthe Internet,al-
location of communicationbuffers must be time
limited. In currentroutersand switches,time-
limited allocationis implementedby useof FIFO
buffers,servicedundertheconstraintof fair queu-
ing. Against this background,IBP byte arrays
canbe viewed as application-managedommuni-
cationbuffersin the network. IBP supportstime-
limited allocation and FIFO disciplinesto con-
strain the use of storage. With such constraints
in place, applicationsthat use thesebuffers can
improve communicationand network utilization
by way of application-drven stagingand course-
grainedrouting of data.

« IBP as file management: Since high-endInter-
net applicationsoften transfergigabytesof data,
the systemgo managestorageresourcedor such
applicationsare often on the scaleof gigabytesor
terabytesn size. Storageon this scaleis usually
managedusing highly structuredfile systemsor
databasesvith comple< naming, protection,and
robustnesssemantics.Normally suchstoragere-
sourcesare treatedas part of a host systemand
thereforeasmore or lessprivate. From this point
of view IBP byte arrayscan be viewed as files
thatlive in the network. IBP allows an applica-
tion to readandwrite datastoredat remotesites,
aswell asdirectthe movemenif dataamongstor
age sitesand to multiple recevers. In this way
IBP createsa network of shareablestoragein the
sameway that standardnetworks provide share-
ablebandwidthfor file transfer

This characterizatiorof IBP as a mechanismfor

managingstatein the network suppliesan operational
understandingf our approachto the problemof Lo-



gistical Networking for storage.The usualview is that

routing of pacletsthrougha network is a seriesof spa-
tial choicesthat allows control of only one aspectof

datamovement.An incomingpacletis sentout on one
of several alternatve links, but ary particular paclet

is held in communicationbuffers for as shorta time

as possible. But Logistical Networking with storage
malkesit possibleto route pacletsin two dimensions,
notjust one: IBP allows for datato be storedat onelo-

cationwhile enroutefrom sendeto recever, addingthe

ability to control datamovementtemporallyaswell as
spatially Thisis akey aspecbf LogisticalNetworking,

but to seehow IBP implementghis conceptwve needto

examineits API in detail.

A. IBP structure and Client API

IBP hasbeendesignedo be a minimal abstraction
of storageto sene the need=f Logistical Networking.
Its fundamentabperationsare:

1) Allocating a bytearrayfor storingdata.

2) Moving datafrom asendeto a bytearray
3) Deliveringdatafrom abytearrayto arecever(ei-
theranotherbytearrayor a client).

We have definedandimplementeda client API for
IBP that consistsof seven procedurecalls and sener
daemonrsoftwarethatmakeslocal storageavailablefor
remotemanagementConnectiondetweenclientsand
seners are madethrough TCP/IP soclets, but we are
testingthe integration of other network protocols(i.e.
UDP) andvariousothermeango improve the commu-
nication performanceas muchaspossible. IBP client
calls may be madeby anyone who can attachto an
IBP sener (which we also call an IBP depotto em-
phasizédits logistical functionality). IBP depotsrequire
only storageand networking resources,and running
onedoesnot necessarilyequiresupervisonyprivileges.
Theseseners implementpolicies that allow an initi-
ating user somecontrol over how IBP malkes use of
storage. An IBP sener may be restrictedto useonly
idle physicalmemoryanddisk resourcesor to enforce
a time-limit on all allocations,ensuringthat the host
machineis eithernotimpactedor thatencourageusers
to experimentwith logistical networking without over
committingsener resources.

Logically speaking,the IBP client seesa depots
storageresourcess a collection of append-onlybyte
arrays. There are no directory structuresor client-
assignedile namesClientsinitially gainaccesgo byte
arraysby allocatingstorageon an IBP sener. If the
allocationis successfulthe sener returnsthreecryp-
tographically secureURLS, called capabilities to the
client: one for reading,one for writing, and one for
managementCurrently eachcapabilityis a text string
encodedwith the IP identity of the IBP sener, plus

otherinformationto be interpretedonly by the sener.
Thisapproachenablespplicationdo pasdBP capabil-
ities amongthemseleswithoutregisteringtheseopera-
tionswith IBP, thussupportinghigh-performancevith-
out sacrificingthe correctnessf applications.

ThelBP clientAPI consistof sevenproceduresalls,
broken into three groups, as shavn in Table 1 be-
low. For clarity, we omit error handlingand security
considerations. Each call doesinclude a timeout so
that network failuresmay be toleratedgracefully The
full API is describedseparatel\f7] andis available at
http://loci.cs.utk.edu/ibp/docuents.

Storage Data Depot
Management Transfer | Management
| BP.al | ocate | | BPstore IBP_status

| BP_manage | BP_l oad

| BP_copy

| BP_ntopy

TABLE |

IBPAPI CALLS

Theheartof IBP’sinnovative storagemodelis its ap-
proachto allocation. Storageresourceshat are part of
the network, as logistical networking intendsthemto
be,cannotbeallocatedn thesameway asthey areona
hostsystem.To understandhow IBP needgo treatallo-
cationof storageor the purpose®f logisticalnetwork-
ing, it is helpful to considerthe problemof sharingre-
sourcesn thelnternet,andhow thatsituationcompares
with theallocationof storageon hostsystemslIn theln-
ternet,the basicsharedresourcesre datatransmission
androuting. The greatesimpedimentto sharingthese
resourcess therisk thattheir ownerswill bedeniedthe
useof them. The reasonthat the Internetcanfunction
in the faceof the possibility of denial-of-useattacksis
thatit is notpossiblefor the attacler to profitin propor
tion to their own effort, expenseandrisk. Whenother
resourcessuchasdisk spacein spooldirectories,are
sharedwe tendto find administratve mechanismshat
limit their useby restrictingeither the size of alloca-
tionsor theamountof time for which datawill beheld.
By contrast,a userof a hoststoragesystemis usually
an authenticateadnemberof somecommunitythat has
the right to allocatecertainresourcesandto usethem
indefinitely. Consequentlysharingof resourcesllo-
catedin this way cannotextendto anarbitrarycommu-
nity. For example,ananorymousFTP senerwith open
write permissionds an invitation for someonego mo-
nopolizethoseresourcessuchsenersmustbe allowed
to deletestoredmaterialatwill. In orderto makeit pos-
sibleto treatstorageasa sharedhetwork resource|BP



supportssomeof theseadministratve limits on alloca-
tion, while atthe sametime seekingto provide guaran-
teesfor the clientthatareasstrongaspossible.So, for
example,underIBP allocationcanberestrictedo acer
tainlengthof time, or specifiedn away thatpermitsthe
senerto revoketheallocationatwill. Clientswhowant
to find the maximumresourcesvailableto themmust
choosdahewealestform of allocationthattheirapplica-
tion canuse.To allocatestorageat aremotelBP depot,
the client calls IBP_allocate(). The maximumstorage
requirement®f the byte arrayarenotedin the sizepa-
rameterandadditionalattributesareincludedin theattr
parameterlf theallocationis successfulatrio of capa-
bilities is returned.

All readingand writing to IBP byte arraysis done
throughthefour reading/writingcallsin Tablel. These
callsallow clientsto readfrom andwrite to IBP buffers.
IBP_store()and IBP_load() allow clientsto write from
and readto their own memory The IBP_copy() call
allows a client to copy an IBP buffer from one depot
to another IBP-mcopy() is a morecomplex operation,
which utilises a Data Mover plug-in moduleto move
datato a numberof endpoints,usingdifferentunderly-
ing protocols(TCP, UDP). The syntaxof this call pro-
vides a greatflexibility, allowing the researctof new
andnon-standaravaysto transferdata. Note that both
IBP_copy() andIBP-mcopy() allow aclientto directan
interactionbetweentwo or more otherremoteentities.
The supportthatthesetwo calls provide for third party
transfersareanimportantpart of what makesIBP dif-
ferent from, for example, typical distributed file sys-
tems. The semanticsof IBP_store(), IBP_copy(), and
IBP_mcopy() are append-only Additionally, all IBP
calls allow portionsof IBP buffers to be readby the
client or third party. If anIBP sener hasremoved a
buffer (dueto atime-limit expirationor volatility), these
client calls simply fail, encodingthe reasonfor failure
in anIBP_errnovariable. Managemenof IBP byte ar
raysanddepotds performedhroughtheIBP_manage()
andIBP_statue()calls. With thesecallsclientsmayma-
nipulatereferencecounts,modify allocationattributes,
and query the stateof depots. Additionally, authenti-
catedclientsmayalterthe storaggparametersf anIBP
depot.

B. IBP Implementation

1) Depot: The main IBP depotarchitecturegoals
were identified as flexibility, reliability and perfor
mance.Thesoftwarearchitecturef thecurrentiBP de-
potimplementation(1.2) is a multi-threadedne, with
a pool of threadscreatedat boottime, in orderto have
goodperformanceesults. The codebaseis sharedbe-
tweenUnix/Linux/OS X and Win32 versions,and be-
tweenfile systemandRAM baseddepot. Thel/O calls

areencapsulate@ndtwo differentlibraries(for theFile
Systemandfor pinnedRAM memory)have beencre-
ated;this strateyy allows usto concentraten the gen-
eral designof the implementationandto have always
versionsonsync.

2) Client Library: ThelBP Client Library, offered
in a few differentversionsand systemswas designed
to be flexible, to easethe implementationof future
changego both the API andthe protocol, to be very
maintainablecodeandto be extremelyrobustandfault-
tolerant.In orderto satisfythesethreegoalswe decided
to separat®ur clientlibrary into two differentmodules:
the AP12P Module andthe CommunicatiorModule.

The first moduletranslateghe APl commandinto
CommunicationUnits, which are abstractdata types
that specify the communicationand its characteristics
(direction,semanticof the messagethe messagétself
or the expectedmessage).Then, the ComModuleal-
lows the executionof the communication.No analysis
of themessagés madeat this level, the AP12P module
beingresponsibleo interpretthe messagendto take
theappropriateaction. This designallows easychanges
tothe API (asit’s seenasa sequencef communication
units)andto the protocol.

3) Protocol: Theversionl1.0 of the protocolis cur-
rently on a final draft phase.We intendto publishthe
specificationin the comiong monthswithin organisa-
tions suchasthe Global Grid Forum [3] or IETF [4].
The protocolhadto be designedrom scratchasthere
was no currentframework that allowed, explicitely or
implicitely, the allocationof spaceat remotenetwork
appliances.

I1l. THE EXNODE: AGGREGATING |IBP STORAGE
RESOURCES TO PROVIDE FILE SERVICES

Our approacho creatinga strongfile abstractioron
the weak model of storageoffered by IBP continues
to parallel the designparadigmof the traditional net-
work stack.In theworld of end-to-encpaclet delivery,
it haslong beenunderstoodhat TCR, a protocol with
strong semanticproperties,such as reliability andin-
orderdelivery, canbelayeredontop of IP, aweakdata-
gram delivery mechanism. Retransmissiorcontrolled
by ahigherlayerprotocol,combinedwith protocolstate
maintainedatthe endpointspvercomesion-delivery of
paclets. All non-transientonditionsthatinterruptthe
reliable,in-orderflow of pacletscanthenbereducedo
non-delvery. We view retransmissioasanaggreation
of weak|P datagrandelivery servicesto implementa
strongefTCP connection.The sameprinciple of aggre-
gationcanbeappliedin orderto layera storageservice
with strongsemantigropertieon top of aweakunder
lying storageresourcethat doesnot generallyprovide
them,suchasan IBP depot. Examplesof aggrejating



wealer storageservicesn orderto implementstronger
onesincludethefollowing:

« Reliability: Redundanstorageof informationon
resourceghat fail independentlycan implement
reliability (e.g. RAID, backups).

« Fast access: Redundantstorageof information
on resourcesn differentlocalitiescanimplement
high performanceaccesghrough proximity (e.g.
caching)or throughthe useof multiple datapaths
(e.g.RAID [17]).

« Unboundedallocation: Fragmentatiorof a large
allocation acrossmultiple storageresourcescan
implement allocations of unboundedsize (e.g.
files built out of distributeddisk blocks,databases
split acrosglisks).

« Unbounded duration: Movementof data be-
tween resourcesas allocations expire can im-
plementallocationsof unboundedduration (e.g.
migration of data betweengenerationsof tape
archie).

In this exposed-resourcparadigm,implementinga
file abstractionwith strong propertiesinvolves creat-
ing a constructat a higherlayer that aggregatesmore
primitive IBP byte-arrayselow it. To apply the prin-
ciple of aggreyationto exposedstorageservices how-
ever, it is necessaryo maintain statethat represents
suchan aggreyation of storageallocations,just as se-
guencenumbersandtimersaremaintainedo keeptrack
of the stateof a TCP session. Fortunatelywe have a
traditional, well-understoodmodelto follow in repre-
sentingthe stateof aggreyatestorageallocations.In the
Unix file systemthe datastructureusedto implement
aggregationof underlyingdisk blocksis theinode (in-
termediatenode).UnderUnix, afile is implementedas
atreeof disk blockswith datablocksattheleaves.The
intermediatenodesof this tree are the inodes, which
arethemselesstoredon disk. The Unix inodeimple-
mentsonly the aggreyationof disk blockswithin a sin-
gle disk volumeto createlargefiles; otherstrongprop-
ertiesaresometimesmplementedhroughaggreation
atalowerlevel (e.g.RAID) or throughmodificationgo
the file systemor additionalsoftware layersthat make
redundanallocationsandmaintainadditionalstate(e.g.
AFS[16], HPSS[15])

Following theexampleof theinode,we have chosen
to implementa singlegeneralizedlatastructure which
we call an externalnode,or exNode,in orderto man-
ageof aggreyateallocationsthat canbe usedin imple-
mentingnetwork storagewith mary differentstrongse-
manticproperties Ratherthanaggreyatingblockson a
singledisk volume, the exNode aggrejatesstorageal-
locationsontheInternet,andthe exposednatureof IBP
malkes IBP byte-arraysexceptionally well adaptedto
suchaggreations.In the presentontext the key point

aboutthe designof the exNodeis thatit hasallowedus
to createan abstractiorof a network file to layer over
IBP-basedstoragein a way thatis completelyconsis-
tentwith the exposedresourceapproach.The exNode
is the basisfor a set of generictools for implement-
ing files with a rangeof characteristics.Becausethe
exNode must provide interoperabilitybetweenhetero-
geneousodesnnadiversenternetwe havechosemot
to specifyit asalanguage-specifidatastructureput as
an abstractdatatype with an XML serialization. The
basisof the exNodeis a single allocation,represented
by an Internetresourcewhich initially will be either
an IBP capabilityor a URL. Otherclassesf underly-
ing storageresourcesanbe addedor extensibility and
interoperability

Despiteour emphasin usingan exposed-resource
approachijt is naturalto have the exNode supportac-
cessto storageresourcessia URLS, both for the sale
of backward compatibility and becausehe Internetis
soprodigiouslysuppliedwith it. It is importantto note,
however, thattheflexibility of afile implementedy the
exNodeis afunctionof theflexibility of theunderlying
storageresourcesThevalueof IBP doesnot consistin
the factthatit is the only storageresourcethat canbe
aggreatedin anexNode,but ratherthatit is by far the
mostflexible andmosteasilydeployed.

IV. THE LOGISTICAL BACKBONE: DEPLOYMENT
OF LOGISTICAL NETWORKING

IBP modelsthefundamentastructureof theInternet
atthelevel of network locality. In orderto be of maxi-
mumuse,it mustbe deployedacrossa variety of local-
ities, allowing it to be usedfor managemenof stored
dataandcomputationastateamongthosedocalities.We
arefollowing theusualdeploymentstratayy, whichis to
malke opensourcesoftwarefreely availableto the Inter-
netcommunity We are alsofollowing a secondstrat-
egy: weareestablishindBP depotoonthesenersbeing
deployedin anumberof institutions,with particularre-
gardsto thelnternet2DistributedStoragdnfrastructure
(12-DSI) project[1], creatingthe first nodesof an ex-
perimentatestbedor logisticalnetwork thatwe call the
LogisticalBackbondL-Bone). Thisaggressie deploy-
mentstratgy will putIBP servicednto peoples hands
assoonasthey obtainthe client software, muchasthe
earlyWebwasavailableto anyonewith aWebbrowser
excepttheresourcesenedup by IBP arewritable and
canbe usedin flexible andpowerful ways.

The logistical networking capabilitiessupportecon
thisinfrastructurewill includeNWS sensind18] of the
storageand network resources)BP cachesand state
managemerfor IBP Mail inclusions.



A. The Implementation

In its currentstage,it is basedon a LDAP direc-
tory of IBP depots,andinformationssuchas network
proximity to ary Internetaccesgointcanbe calculated
in real-time. The L-Bone client library allows usersto
gueryfor depotghatsatisfyuserspecifieccriteria,such
asavailablespace network or geographicaproximity.
The sener replieswith a depotsset, the size of which
canbechoserby theuserin hisrequest.

V. EXPERIENCE AND APPLICATIONS
A. eToile

Thee-Toile project[5] aimsto build agrid for exper
imentalapplications.This grid is intendedto be mod-
ular: it is built by dedicatedseners, provisioned by
the partnerssenersthat might be addedto the e-Toile
grid permanenthor justtemporarelyOthersenersand
otherpartnerscanbe freely addedo the original topol-
ogy.

After aset-uptime, whenthe Globus[2] middleware
hasbeenintensively used,this projectaimsto explore
new middlevaresand nen conceptdor the grid, such
as active networking and logistical networking, with
the deploymentof both active routers,ableto run ser
vices, and IBP depots,to value the local ernvironment
andto allow easyintegrationbetweenpurposelymade
andmoregenerictools.

B. Tamanoir

Tamanoir[14] is a projectdevelopedby the RESO
team of the Ecole Normale Sup/erieure of Lyon,
France,in thein the field of Active Networking. It is
composediy a completeframavork that allows users
to easilydeploy andmaintaindistributedactive routers
on wide areanetworks. IBP is not only a part of the
setof distributedtools provided, suchasrouting man-
agerandstreammonitoringtool, but it is currentlyused
as a cachingtool to improve performance[9]. Any
TamanoirActive Node(TAN) is ableto procesghedata
accordingto a certainservice;whenthe serviceis not
available, the recever sendsa messageo the sender
askingto provide the serviceneeded After the deploy-
mentof the service the datacanbe treated. In sucha
situation, the IBP depotstoresthe datawhile the ser
vice is not active yet, thereforeimproving performance
by avoiding theretransmissiowf thefirst paclets.

IBP depotsarealsousedby a Tamanoimodein are-
liable multicastsituation.Therearethreemajorbenefits
of performingstoragen the network for areliablemul-
ticastapplication. First of all, we canlook at the TAN
with its depotasa kind of mirror for datadistribution,
to downloadthemfrom thegeographicallyor network)
closestpoint to the consumers.Another advantageis

thatclientscanconsumedatawith their own processing
speedcapabilitieswithout disturbingthe sener where
datacomefrom, andfinally, a TAN canretransmitiost

datawithoutuselesslyverloadingthenetwork between
thesenerandthe TAN.

C. IBP-mail

IBP-Mail [13] is a projectdevelopedby the Univer-
sity of Tennesse¢hatusesIBP to transmitanddeliver
mail attachmentshatrequirestorageresourcedeyond
thecapacityof standardnail seners. After successfully
testingits potentialwith a prototype we arenow focus-
ing on a more robust and scalablearchitecture. IBP-
mail allows a mail attachmentto be passedbetween
usersby storingit first into a suitablelBP sener; then,
theSendeforwardstheexNodeholdingthecapabilities
to the Recever in a MIME attachment.Upon recei-
ing the attachmentthe receiver users mailer launches
a programthat downloadsthe file from the IBP sener.
File deallocatiorattheBP senermaybeperformedei-
thervia thetime-limited allocationfeature,or by send-
ing the recever the managementapability and hav-
ing him deallocatahefile. Usingtheinformationpro-
vided by the L-Bone, a very simpleform of file rout-
ing hasbeenalreadyimplementedn IBP-Mail, allow-
ing the sendetto insertthefile into an IBP buffer on a
depotcloseto his system,andmaving the buffer asyn-
chronouslyto an IBP buffer closeto the receier, and
thereforeallowing fastinsertionfor the senderandfast
deliveryto therecever.

D. Netsolve

NetSole [12] is awidely known projectwhoseaim
is to provide remoteaccesso computationalesources,
both hardware and software. Whenimplementingdis-
tributed computationin a wide areanetwork, datacan
beproducedatany locationandconsumedtary other,
andit mightbedifficult to find theideallocationfor the
produceiof thedata,its consumerandthe buffer where
thedataarestored.To implementa systemwhereglob-
ally distributedcachexooperatéo move datanearcon-
sumingresourcesiBP waschoserasa naturalsolution.
IBP is now integratedin Netsole sincetheversionl.4
(august2001),andresultsfrom testingandnormaluse
shav amuch-impravedefficiency.

V1. RELATED WORKS

IBP occupiesan architecturalniche similar to net-
work file systemssuchas AFS[16] and Network At-
tachedStorageapplianceshut its model of storageis
moreprimitive, makingit similarin somewaysto Stor
age Area Networking (SAN) technologiesdeveloped
for local networks. In the Grid community projects



suchas GASS [11] and the SDSC StorageResource
Broker [6] are file systemoverlaysthat implementa
uniform file accesdnterfaceand alsoimposeuniform
directory authenticatiorandaccesgontrolframewvorks
ontheirusers.

VIl. CONCLUSION AND FUTURE WORKS

While someways of engineeringor resourceshar
ing focus on optimizing the use of scarceresources
within selecteccommunitiesthe exponentialgrowth in
all areasf computingresource$ascreatedhe oppor
tunity to explore a different problem, viz. designing
new architectureshatcantake moremeaningfuladvan-
tageof this bounty Theapproachpresentedn this pa-
peris basedon the Internetmodel of resourcesharing
andrepresentsnegeneralway of usingtherising flood
of storageresourceso createa commondistributedin-
frastructurethat cansharethe growing surplusof stor
agein away analogougo theway the currentnetwork
sharescommunicatiorbandwidth. It usesthe Internet
BackplaneProtocol (IBP), which is designedon the
modelof IP, to allow storageresourceso be sharedby
usersand applicationsin a way thatis asopenandas
easyto useas possiblewhile maintaininga necessary
minimum of securityand protectionfrom akuse. IBP
lays the foundationfor the intermediateresourceman-
agementtomponentsaccessibldo every end-system,
which mustbeintroducedo governthe way thatappli-
cationsaccessand utilise this commonpool in a fully
storage-enablelhternet

REFERENCES

[1] http://dsi.internet2.edu

[2] http://lwwwglobus.og.

[3] http://lwwwgridforum.og.

[4] http:/wwwietf.omg.

[5] http://lwwwurec.cnrs.fr/etoile.

[6] C.Baru,R.Moore,A. RajasekarandM. Wan. The SDSCStor
ageRessourc®roker. In CASCON' 98, Toronto,Canadal998.

[7] A. Bassi,M. Beck,J.Plank,andR. Wolski. Theinternetback-
planeprotocol: Api 1.0. TechnicalReportut-cs-01-455Uni-
versity of Tennesse€001.

[8] A. Bassi,M. BeckG. Fagg,T. Moore,J. Plank,M. Swary, and
R. Wolski. Theinternetbackplangrotocol: A studyin resource
sharing. In Proceedings of the IEEE/ACM International Sym-
posium on Cluster Computing and the Grid. IEEE/ACM, may
2002.

[9] A. Bassi,J.-RP Gelas,andL. Leféevre. Tamanoiribp: Adding
storageto actve networks. In Active Middleware Services,
pages27-34,Edinkburgh, Scotland,July 2002.IEEE computer
society ISBN: 0-7695-1721-8.

[10] M. Beck, T. Moore, andJ. Plank. An end-to-endapproactto
globally scalablenetwork storage.In ACM SSGCOMM 20002
Conference, Pittsburgh, PA, USA, August2002.

[11] J.Bester |. Foster C. Kesselman,). TedescoandS. Tuecle.
Gass:A datamovementandaccesservicefor wide areacom-
puting systems.In Sixth Workshop on 1/O in Parallel and Dis-
tributed Systems, may 1999.

[12] H. CasanwaandJ.Dongarra.Applying netsolhe’s network en-
abledsener. |EEE Computational Science and Engineering,
5(3),1998.

[13] W. Elwasif, J. Plank,M. Beck,andR. Wolski. Ibp-mail: Con-
trolled delivery of large mail files. In NetStore 99, Seattle, WA,
USA, 1999.

[14] Jean-Atrick Gelasand LaurentLefevre. Tamanoir: A high
performanceactive network framevork. In C. S. Raghaen-
dra S. Hariri, C. A. Lee, editor, Active Middleware Services,
Ninth 1EEE International Symposium on High Performance
Distributed Computing, pagesl05-114 Pittshurgh, Pennsyla-
nia, USA, August2000. Kluwer AcademicPublishers. ISBN
0-7923-7973-X.

[15] H. Hulen,O. Graf, K. Fitzgerald,andR. Watson. Storagearea
network and the high performancestoragesystem. In Tenth
NASA Goddard Conference on Mass Sorage Systems, April
2002.

[16] J.H. Morris, M. SatyanarayanM.H. Conner J.H. Howard,
D.S.H.RosenthalandF.D. Smith. Andrew: A DistributedPer
sonal ComputingErnvironment. Communication of the ACM,
29(3):184-2011986.

[17] D. Patterson,G. Gibson,and M. SatyanarayananA casefor
redundangarraysof inexpensve disks(raid). In Proceedings of
the 1988 ACM Conference on Management of Data (S GMOD),
Chicago, IL, USA, pages81-94,Junel988.

[18] R. Wolski. Forecastingnetwork performanceto supportdy-
namicschedulingusingthe network weatherservice. In IEEE
Presseditor, 6th |EEE Symp. on High Performance Distributed
Computing, Portland, Oregon, 1997.



