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Dendritic Trees of Some Neurons

inferior olivary nucleus

A

B.  granule cell of cerebellar cortex
C.  small cell of reticular formation
D.

small gelatinosa cell of spinal trigeminal
nucleus

E.  ovoid cell, nucleus of tractus solitarius

F.  large cell of reticular formation

G.  spindle-shaped cell, substantia gelatinosa of
spinal chord

H. large cell of spinal trigeminal nucleus

I putamen of lenticular nucleus

J. double pyramidal cell, Ammon’s horn of
hippocampal cortex

K. thalamic nucleus

L.  globus pallidus of lenticular nucleus

(fig. from Trues & Carpenter, 1964) 4

Synapses
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video by Hybrid Medical Animation

Presynaptic axon

Synaptic Vesicle
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Chemical Synapse

Synaptic Cleft
/ 1. Action potential
arrives at synapse

2. Opens Caion
channels and Ca™
ions enter cell

Postsynaptic membrane

3. Vesicles move to
membrane, release
neurotransmitter

Events at a generic chemical synapse

4. Transmitter crosses
cleft, causes
postsynaptic voltage
change

(fig. from Anderson, Intr: Neur: Nets) 6
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Typical Receptor

|———80 A——

1/18/17 (fig. from Anderson, Intr. Neur. Nets) 7

Synapse with Receptors

Postsynaplic

Neuro-
transmitter p - Cleft
(glutamate)

//__Terminal
Bution
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This image cannot currently be displayed.
Fig. 3 Activity-dependent modulation of pre-, post-, and trans-synaptic components.

Presynaptic
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terminal
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difusion

Postsynaptic
dendritic
T Degradation

Internal sources of AMPARS [

VM Ho et al. Science 2011;334:623-628
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[x] This image cannot currently be displayed
Fig. 4 Local regulation of the synaptic proteome.
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Fig. 3: A 3D model of synaptic architecture.

« Asection through the synaptic bouton,
indicating 60 proteins.

« High-zoom view of the active zone area.

« High-zoom view of one vesicle within the
vesicle cluster.

« High-zoom view of a section of the
plasma membrane in the vicinity of the
active zone. Clusters of syntaxin (yellow)
and SNAP 25 (red) are visible, as well as
arecently fused synaptic vesicle (top).
The graphical legend indicates the
different proteins (right). Displayed
synaptic vesicles have a diameter of 42
nm.

Science

1/18/17 B G Wilhelm et a. Science 2014;344:1023-1028 11
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Video of 3D Model
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Detector Model

Axon\

Cell body
(membrane
potential)

AN )
Dendrites
Synapses

o

Inputs

Detector Neuron
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(slide from O'Reilly)

Overall Strategy

Neurons are electrical systems, can be described
using basic electrical equations.

Use these equations to simulate on a computer.

Need a fair bit of math to get a full working model

(more here than most chapters), but you only really

need to understand conceptually.

11817 (slide from O'Reilly)
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Membrane Potential:
Channels

¢ Na-K pump = intracellular negative
* Na", K*, CI- diffusing through their channels

 create potentials across channels
171817

COSC 494/594 CCN
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2. Neurons

Membrane Potential:
Channels & Equivalent Circuit

=

* Open channels define resistance to ion flow
* Membrane acts like insulator

»  Ion pump charges membrane capacitance

11817
COSC 494/594 CCN
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Membrane Potential:
Equivalent Circuit

W
=

s
w—|
Q
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1 +

=

+U‘

» Ion pump is constant
* Change in conductance of channels

= change in membrane potential

C 494/594 CCN
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Neurophysiology of Membrane

¢ Na-K pump pumps Na* out of
the neuron and pumps a lesser _
amount of K* into the neuron nhibitory

Input
« Creates negative resting erl
potential (-70 mV) X 2
Excitatory, \
* Na* wants in (can’t, due to vy "‘ J
closed channels) o @’v
« CI is in balance (diffusion Na/K /7\,‘ 1oV
pushes in, electrical pushes out) pum, ok

* K" is in balance (diffusion
pushes out, electrical pushes in)

11817 21

Input Signals
» Excitatory * Leakage
- about 85% of inputs - potassium channels
- AMPA channels, opened * Synaptic efficacy
by glutamate (weight) is net effect of:
* Inhibitory - presynaptic neuron to
- about 15% of inputs produce
B G ABA e e oncd neurotransmitter
by GABA - pf)sts_ynaptic channels to
_ produced by mhibitory bic
interneurons

11817 23

Ions Summary

 Excitatory synaptic input boosts the membrane potential by
allowing Na+ ions to enter the neuron (depolarization)

* Inhibitory synaptic input serves to counteract this increase
in membrane potential by allowing CI~ ions to enter the
neuron

* The leak current (K* flowing out of the neuron through
open channels) acts as a drag on the membrane potential.
Functionally speaking, it makes it harder for excitatory
input to increase the membrane potential.

(slide based on Frank)
118117 - 2

Membrane Potential (Variables)

. g, = excitatory conductance

. E,= excitatory potential (~ 0 mV)
. g;= inhibitory conductance

. E; = inhibitory potential (=70 mV)
. g;= leakage conductance

. E, = leakage potential

. V,, = membrane potential

. 0 = threshold

171817 24
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2. Neurons 1/18/17

The Tug-of-War Relative Balance
Inhibition Excitation Inhibition Excitation
a) Resting state - <
m 9
9 E 8 Ee
9 Ei G Ee Y% b) Over Threshold & ; ﬁ
Vr
(-75mV) (-50mV) (omv) " @
g 8 Ee Y%
How strongly each guy pulls: /=g (E-V,,) i -
g =how many input channels are open ° 8;’:;‘; ':rl‘:;rl‘::':) 2 } 5
E = driving potential (pull down for inhibition, up for excitation) ~QZ Vim %“‘
V., = the “flag” — reflects net balance between two sides "E e Ee ©
11817 o6 ammet con 25 11817 . 2
(s\{ e from O Verwlly) (slide from o‘Réwlly)
Equations Equilibrium
Inhibition Excitation Inhibition Excitation
Vm Vin
9% & °© Ee Y% 9 E © Ee Y%
(-75mV) (-50mV) (omv) (-75mV) (-50mV) (omv)
Dnee = Te 4 Lt Iy = e (Ee = Vin) + 03 (E; = Vi) + 90 (i = Vi) A S | — R —}
i i ge +9i +a 9e+9i+ g1 9+ 9i + i
Vin (£) = Vin (t = 1) + dtom et
Vin(t) = Vin(t = 1) + dtym [9e(Be — Vin) + g:(Ei — Vin) + i( By — Vin)] This is just the balance of forces
11817 et s con 27 11817 o5 st Con %
(slide from O'Reilly) (slide from O'Reilly)
Input Conductances and Weights Generating Output

* Just add them up (and take the average) » If V,, gets over threshold, neuron fires a spike

1 * Spike resets membrane potential back to rest
ge(t) = n > waw;

* Has to climb back up to threshold to spike
again
Key concept is weight: how much unit listens to given input

* Weights determine what the neuron detects

* Everything you know is encoded in your weights

11817

29 1/18/17 (slide from O'Reilly)
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2. Neurons 1/18/17

Action Potential Generation

Frequency _—

Coding

1/18/17 31

1/18/17 (fig. from Anderson, ntr: Neur: Nets) kY

Dendritic computation in pyramidal cells.

Slow Potential Neuron

Arriving Action Potentials

Filtered EPSPs at
... cell body

/ Output Axon
v

Nermalized €752

o\ i e
P Summed 3
[ " Filtered IPSP at potential converted
PSP cell body to outgoing 5
HE action potentials 64
Arriving Action Potentials i \
+y = AT
v K/
--ooo Summed T Branco Science 2011334615616 -
potential Science
11817 (fig. < Anderson, Inti: Neur. Nets) 33
Publishad by ARAS

Variations in Spiking Behavior
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Computational Formulation

11817 35 171817
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2. Neurons 1/18/17

Membrane Potential Relative vs. Absolute Conductances

; * Previously, g, was absolute conductance (measured
Currents: [, =g, (E,-V,), x=e, i, 1 in nanosiemens)

Net current: 1, =1, +1,+1, * More convenient to represent as product g, g.(¢)

— where g, is the absolute maximum conductance (all

Change in membrane potential: V,, = C~1l¢¢ (C™1 is rate constant) channels open)

— and g,(¢) is the relative conductance at a given time,
Vin = €4 ge(Be = Vi) + Gi(Ei = Vin) + gu(Er = VD] 0s&()=1

Gege(t) 5igi(t) [
V== = — Fet— = =lAr= = —F,
Ge9e(t) + G + a1 < ege(t) + 5igi(®) + i * Gege(®) + Gigi () +ai

_8.E +8E +gE
8. t8&*&

11817 iy e 37 11817 Ry 38

Equilibrium V, =

Discrete Spiking Rate Code Approximation

* Brain likes spikes, but rates are more convenient
m — Instantaneous and steady — smaller, faster models
if Vm > @ then 4

I 1 ? — Solution: do it both ways, and see the differences

VT = er’ * Goal: equation that makes good approximation of
else y = 0; actual spiking rate for same sets of inputs

— But definitely lose several important things

(slide based on O'Reilly)
118117 - - 39 118117 ) o 40

e Minicolumn
Rate Code A - : Up to ~100 neurons
Approximation os] 75-80% pyramidal
oo 20-25% interneurons
. Rate-coded (simulated) neurons: o 20-50p diameter
- short-time avg spike frequency ~ 02

Length: 0.8 (mouse) to 3mm

- avg behavior of minicolumn (~100
(human)

neurons) with similar inputs and
output behavior

. =i

o3 04 05 06 07 08 09
2

~ 6x10° synapses

. Rate not predicted well by V,,

. Predicted better by g, relative to
a threshold value g’

75-90% synapses outside
minicolumn

Interacts with 1.2x10° other
minicolumns

E| Mutually excitable

11817 41 1/18/17

Also called microcolumn

COSC 494/594 CCN 7
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Rate Code Approximation Activation Function

. Desired properties: y=—— where x= n[gl, -gf ]+
x+1
. glis the conductance A - threshold (0 below 1
e
when ¥V, = 6 o8 E +8E +gE ﬂ‘reSh?Id) ye—
. . - 0 - saturation l+——
. Rate is a nonlinear 8 t8+*8& - smooth 77[8, - gf]
Aty ety 0o 8 (Ei i 9) +8 (Ez = 9) . Smooth by convolution Notey 0L Actvaton Famcion
conductance g, = . . o
: 60-E with Gaussian to account
s y for noise 3
© H
y=r(g.-8.) . Activity update: £
£
<
Y =Y, +CO-y,)
44

11817 43 11817
COSC 494/594 CCN

Gaussian Smoothing Approximating Continuous Dynamics

X-over-X-plus-1 has a very sharp threshold
L ) ) » V, changes gradually when input changes
Smooth by convolve with noise (like “blurring” or “smoothing”):
—— * Firing rate (1) should also change gradually (subject
° to a time constant)

* Discrete-time update equation:

y(t) = ylt — 1) + dto, (y*(2) — y(t — 1))

activity

N 1 2 2
/_x —_27me e )y(z —z)dz

(slide based on Frank) 5
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Supplementary:
Mathematics of Action

emergent demonstration:
Potentials

Neuron

47 1/18/17 48
COSC 494/594 CCN
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Neural Impulse Propagation FitzHugh-Nagumo Model

I = gna®h(V = Vi) = ggen*(V = Vi) = gi(V = Vi) . . . . .
dm / " o » A simplified model of action potential generation

am (V)(1 = m) = by(V)m .
1n neurons
an(V)(1 = h) = bu(V)h

V=) = b (V) * The neuronal membrane is an excitable medium
AV 440) /(1 = exp(—(V +40)/10)) . . .
texp(—(V 4 65)/15) * Bis the input bias:
07exp(—(V +65)/20)

L/(1+ exp(—(V +35)/10))

OL(V +55) /(1 — exp(—(V +55)/10))
125 exp(—(V 4 65)/80)

3
. u
Uu=u-—-v+B
3

¢ Hodgkin-Huxley

v=eb,+bu-v)

equations
11817 o 49 1/18/17 5 50
Nullclines Elevated Thresholds During Recovery
gluy)=0 y
=4
fluy) =0
excitation u u
11817 om0 sosn oo 51 11817 ose som con 52
. . Fixed Points & Eigenvalues
Local Linearization
=
/
)‘* (
/\\
z stable unstable .
é fixed point fixed point gaddiguomt
- real parts of real parts of one positive real &
eigenvalues eigenvalues one negative real
are negative are positive eigenvalue
11817 53
0SC 494/594 CCN nenT s

COSC 494/594 CCN 9
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Poincaré-Bendixson Theorem
v=0

NetLogo Simulation of
Excitable Medium
in 2D Phase Space

(EM-Phase-Plane.nlogo)

1/18/17 55 1/18/17 56

Type 11 Model Type I Model

* Soft threshold with critical regime

* Bias can destabilize fixed point

. (figs. < Gerstner & Kistler) stable manifold
COSC 494/594 CCN

57
1/18/17 58

Type I Model (Elevated Bias) Type I Model (Elevated Bias 2)

1/18/17 1/18/17

COSC 494/594 CCN 10
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Type I vs. Type 11

I I
* Continuous vs. threshold behavior of frequency

¢ Slow-spiking vs. fast-spiking neurons

fig. < Gerstner & Kistler

118/17 61
OO CCN

COSC 494/594 CCN 1



