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The Grid: Blueprint for a New 
Computing Infrastructurep g
Edited by Ian Foster and Carl Kesselman
July 1998, 701 pages.

The grid promises to fundamentally change the 
way we think about and use computing. This 
infrastructure will connect multiple regional and 

national computational grids, creating anational computational grids, creating a 

universal source of pervasive and 
dependable computing power that supports 
dramatically new classes of applications
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dramatically new classes of applications.



The Three Cornerstones

National Need to be 
harmonized into a well 
integrated whole.
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National:National

Th  O  S i  G idThe Open Science Grid
(OSG)(OSG)
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The Evolution of the OSG 

LHC OLHC construction preparation

LIGO operationLIGO preparation

iVDGL(NSF)

LHC OpsLHC construction, preparation 

PPDG

GriPhyN Trillium Grid3 OSG
(DOE)

(DOE+NSF)(NSF)

DOE Science Grid (DOE)

1999 2000 2001 2002 20052003 2004 2006 2007 2008 2009

European Grid + Worldwide LHC Computing Grid

Campus, regional grids
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The OSG Consortium

• > 20 Scientific Virtual Organizations: US-
LHC LIGO SBGrid etcLHC, LIGO, SBGrid etc.

• > 25 Resource Providers: DOE National 
Labs, University Facilities etc., y
− 10 Storage focused resources

• >10 Software Providers (including 
External Projects): Condor, Globus, Storage 
Resource Manager, Internet2, ESNET, 
CEDPS etcCEDPS, etc.

• >4 Partners - Ex-Officio: EGEE, TeraGrid, 
NWICG, etc. 
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S m  ( kl ) OSG N mbSome (weekly) OSG Numbers

› ~500 unique Distinguished Names 
(DNs)

› ~1M jobs
› ~1 5M CPU hours› 1.5M CPU hours
› ~15 Virtual Organizations

60 t ib ti  it› ~60 contributing sites
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How much software?
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Community:Community

Th  LIGO D t  G idThe LIGO Data Grid
(LDG)(LDG)
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Worldwide Interferometers

LIGO
GEO Virgo TAMA

AIGO
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Worldwide Data Analysis using 
The LIGO Data Grid (LDG)

LDAS MIT
LSC: Cardiff

LDAS: LHO

LDAS: MIT

LSC: Golm

LSC: Birmingham

LDAS: CIT

LDAS: LLO

LSC PSULSC UWM

LSC: SYR

LSC: PSULSC: UWM
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3000+ CPUs with a  typical clock speed of 2.6 GHz



The LIGO Data Grid

• Users
500+ scientist in the LIGO Scientific 
Collaboration
200+ doing data analysis on the LIGO Data Grid

• Grid middleware 
LDG Client/Server

Virtual Data Toolkit (VDT)
– Globus Toolkit

200  doing data analysis on the LIGO Data Grid

– GSI and X.509 certificates 
– pyGlobus, tclGlobus, Pegasus, etc…

In house packages
Glue: LSC Data Location & Pipeline Tools 
LDR: LSC Lightweight Data Replication

GridFTP for moving data and files
Replica Location Service (RLS)

Onaysis: LSC Online Analysis SystemOnaysis: LSC Online Analysis System
• High throughput computing

Condor for most analyses
BOINC for Einstein@Home

LSC A l i S ft
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• LSC Analysis Software
LAL, Matapps,
DMT, etc..



Use of Condor by the LIGO 
Scientific CollaborationScientific Collaboration

• Condor handles 10’s of millions of jobs per year 
running on the LDG, and up to 500k jobs per DAG.

• Condor standard universe check pointing widely 
used, saving us from having to manage this.

• At Caltech, 30 million jobs processed using 22.8 
million CPU hrs. on 1324 CPUs in last 30 months.

F l t h 1 f d t f GW f• For example, to search 1 yr. of data for GWs from 
the inspiral of binary neutron star and black hole 
systems takes ~2 million jobs, and months to run on 
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several thousand ~2.6 GHz nodes.



Campus:

Th  B il  G idThe Boiler Grid
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BoilerGrid

• Purdue Condor Grid (BoilerGrid) ( )
– Comprised of Linux HPC clusters, student labs, 

machines from academic department, and Purdue 
regional campusesregional campuses

• 8900 batch slots today..
• 14,000 batch slots in a few weeks14,000 batch slots in a few weeks

• 2007 - Delivered over 10 million CPU-hours to 
high-throughput science to Purdue and national 
community through Open Science Grid and 
TeraGrid
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BoilerGrid - Growth
BoilerGrid Pool Size

14000

10000

12000

8000

10000

Pool Size

4000

6000

0

2000

16

2003 2004 2005 2006 2007 2008 2009

Year



BoilerGrid - Results

BoilerGrid - Jobs Completed
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A partial list of the
many things
 d   kwe do not know

nd th  many t ls and the many tools 
we do not have we do not have 
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(operational) Security(operational) Security
› Do we have the “right” model? 
› Do we agree on who is responsible for what? 
› Do we understand the threats? › Do we understand the threats? 
› Do we know how to build secure software? 
› Do we follow established processes? 
› Do we collect and keep the information we need to 

deal with security incidences?
› Do we know who is (can be) legally liable for misuse › Do we know who is (can be) legally liable for misuse 

of resources and services?
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OperationOperation
› Missing software tools for monitoring and 

managing (including accounting) the services and 
resources in the infrastructure

› Limited experience in organizing and managing a 
distributed infrastructure (not only computers but 
also people) with services that have high also people) with services that have high 
availability requirements

› Un (ill) defined metrics to quantify progress, 
success and cost   success and cost   

www.cs.wisc.edu/~miron 20



Software Life CycleSoftware Life Cycle
› Stability of the software supply-chain
› Functionality at a large scale and wide area 

environment (limited access to at-scale testing n ronm nt ( m t  acc ss to at sca  t st ng 
resources) 

› Evolution of the software stack in the context of 
a distributed production (hot) environment a distributed production (hot) environment 
(incremental updates and configuration 
management)

› M n m nt f s ft r  d v l pm nt pr j cts › Management of software development projects 
(time lines and effort estimates)
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lSolutions,
AAnswers

dand
ContributionsContributions
are welcome!are welcome!
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