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Abstract—Energy infrastructure is a critical underpinning of
modern society that any compromise or sabotage of its secure
and reliable operation has an enormous impact on people’s daily
lives and the national economy. The massive northeastern power
blackout of August 2003 and the most recent Florida blackout have
both revealed serious defects in both system-level management
and device-level designs of the power grid in handling attacks. At
the system level, the control area operators lack the capability to 1)
obtain real-time status information of the vastly distributed equip-
ment; 2) respond rapidly enough once events start to unravel; and
3) perform coordinated actions autonomously across the region.
At the device level, the traditional hardware lacks the capability
to 1) provide reliable frequency and voltage control according to
system demands and 2) rapidly reconfigure the system to a secure
state through switches and power-electronics based devices. These
blackouts were a wake-up call for both the industry and academia
to consider new techniques and system architecture design that
can help assure the security and reliability of the power grid.
In this paper, we present a hardware-in-the-loop reconfigurable
system design with embedded intelligence and resilient coordina-
tion schemes at both local and system levels that would tackle the
vulnerabilities of the grid. The new system design consists of five
key components: 1) a location-centric hybrid system architecture
that facilitates not only distributed processing but also coordi-
nation among geographically close devices; 2) the insertion of
intelligence into power electronic devices at the lower level of the
power grid to enable a more direct reconfiguration of the physical
makeup of the grid; 3) the development of a robust collaboration
algorithm among neighboring devices to handle possible faulty,
missing, or incomplete information; 4) the design of distributed
algorithms to better understand the local state of the power grid;
and 5) the adoption of a control-theoretic real-time adaptation
strategy to guarantee the availability of large distributed systems.
Preliminary evaluation results showing the advantages of each
component are provided. A phased implementation plan is also
suggested at the end of the discussion.

Index Terms—Adaptive algorithm, fault tolerance, hybrid sys-
tems, information security, power system security, reconfigurable
architectures, robustness.
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I. INTRODUCTION

OWER SYSTEMS have widely dispersed assets that
P cannot be absolutely defended against a determined,
coordinated attack [1]. There have been heightened concerns
over the security of America’s power grid. As early as 1997,
basic security flaws had already been found in the computer-
ized systems that control generators, switching stations and
electrical substations [2], reported through a six-month vulner-
ability assessment conducted by the White House’s National
Security Telecommunications Advisory Committee. In 2007,
an experimental cyberattack [3] run by the Department of
Energy was mounted against a power generator, causing it to
self-destruct. The most recent news report [4] is about detected
signs (software signatures) made by hackers who had pene-
trated the computer systems that control the power grid. The
terrorist attacks of 11 September 2001 have exposed critical
vulnerabilities in America’s essential infrastructures: Never
again can the security of these fundamental systems be taken
for granted.

In the 1999 report issued by the Electric Power Research In-
stitute (EPRI), it is stated that the reliability of America’s power
grid is increasingly threatened while the technologies needed
to counter the threat are delayed [5]. In 2005, NSF funded the
Trustworthy Cyber Infrastructure for the Power Grid (TCIP)
Cyber Trust Center [6], conducting research to significantly im-
prove the way the power grid is built, making it more secure,
reliable, and safe. The TCIP project addresses the critical issues
on protecting the information flow within the power grid. How-
ever, how to ensure the availability of the power grid in the pres-
ence of attacks is not fully examined. For example, if some crit-
ical devices are physically destroyed or completely controlled
by inside attackers, the power grid will not function correctly.
As another example, the trustworthy data communications and
control components in TCIP rely on trustworthy data aggrega-
tion to make correct decisions. Detection of attacks or failures
will have to be delayed until a relatively high level in the system,
resulting in unnecessary delays.

In January 2010, the same team was awarded the Trustworthy
Cyber Infrastructure for the Power Grid (TCIPG) Center [6] by
the Department of Energy (DOE) with contributions from the
Department of Homeland Security (DHS). In this new phase of
development, the practice of cybersecurity has been expanded
beyond just communication security and include, for example,
data management security and device security. In addition to
the TCIPG Center, North Carolina State University’s Future
Renewable Electric Energy Delivery and Management Systems
(FREEDM) Center [7] also has a strong thrust in communica-
tion security.

1949-3053/$26.00 © 2011 IEEE



QI et al.: A RESILIENT REAL-TIME SYSTEM DESIGN FOR A SECURE AND RECONFIGURABLE POWER GRID 771

Realizing the importance and challenges of cybersecurity in
the power grid, especially with the dramatically escalated inter-
ests in smart grid development, DOE has recently announced
the investment of more than $30 million for ten projects to ad-
dress cybersecurity issues facing the nation’s electric grid [8].

With the recent surge in smart grid study to improve the ef-
ficiency and availability of power, security has become one of
the key issues brought to the front of the power grid innovation,
as the addition of more monitoring and control capabilities has
made the grid more prone to cyberattacks [9]-[15]. The unique
features of the smart grid communication and control system
call for a redesign of traditional network security approaches
[16]—-[23] as well as tailored security management and authen-
tication approaches [24]-[29]. In addition, the deployment of
advanced technologies like advanced metering infrastructures
(AMIs) [30]-[34], wireless sensor networks [35] for better mon-
itoring capability, and cloud computing [36] will introduce ad-
ditional vulnerabilities to the grid and needs innovative and re-
liable solutions.

In this paper, we present a hardware-in-the-loop recon-
figurable system with embedded intelligence and resilient
coordination schemes at both local and system levels that
would tackle the vulnerabilities of the grid. The system dif-
ferentiates itself from previous and existing research efforts in
the following key aspects. First, it features a location-centric
hybrid system architecture which facilitates not only distributed
processing but also coordination among geographically close
(local) devices. The hybrid configuration would best prevent,
detect, and mitigate faults, providing resilient reconfiguration
capability through coordinated local actions. Second, the system
pushes the intelligence toward the lower level of the power
grid, allowing local devices to have the capability to make
decisions and to react more quickly to contingencies, enabling
a more direct reconfiguration of the physical makeup of the
grid, as compared to current (e.g., software-only) approaches.
Third, in order to improve the accountability of local decisions,
a robust collaboration algorithm among neighboring devices
is developed to handle possible faulty, missing, or incomplete
information. Fourth, to better understand the local state of the
power grid, a distributed algorithm is developed that identifies
malicious inputs and prevents the attack from propagating to
the system level. Fifth, the system adopts control-theoretic
real-time adaptation strategies for analytic assurance in pro-
viding desired dynamic responses to unpredictable system
changes, for efficiently maintaining the availability of large
distributed systems.

The outline of the paper is as follows. Section II discusses
requirements or performance metrics for a secure power grid.
Section III describes the threat model. Section IV presents
technical approaches that enables a resilient and reconfigurable
power grid. Finally, Section V discusses future work.

II. REQUIREMENTS FOR A SECURE POWER GRID

The vulnerability of the power grid to potential attacks calls
for a redesign of the grid security analysis at both the system
level as well as the device level. Specifically, a secure power
grid should satisfy the following:

Real time requirement. Many contingency events in the
power grid have time scales of 0.1-10 s. Present power system
control devices are difficult, insufficient, and inflexible for

real-time control and reconfiguration. The current operating
standard, in which data are collected every few seconds, the
state estimator runs every five minutes, and the contingency
analysis runs even less frequently, certainly cannot satisfy the
“real time requirement.” Some major factors that affect the
implementation of real-time management include the large
amount of raw data, the communication delay, as well as
the time-consuming security analysis algorithms. In order
to achieve real-time operations, real-time scheduling and
routing algorithms need to be designed to guarantee end-to-end
real-time response even when the system is under various
resource disturbance conditions. In addition, distributed pro-
cessing of security analysis algorithms needs to be carried out
to contain raw data communications within local areas and
more quickly generate system state information to help detect
and mitigate faults before they propagate.

Grid responsiveness requirement. Responsiveness can be
implemented at two levels, the system level and the device level.
The device-level response occurs more quickly to emergencies
and helps automatically maintain the equilibrium of power flow
at the local level. On the other hand, the system-level response,
although occurring at a slower pace, would help correct the in-
appropriate responses made at the local level and thus maintain
the stability of the grid at a higher level.

One technology that can help to alleviate some of the diffi-
culties in the present electric system and increase the respon-
siveness of the power grid is to embed intelligent controllers in
power electronic devices such as flexible ac transmission sys-
tems (FACTS). The incorporation of FACTS devices with ap-
propriate sensing and control functions can transform the elec-
tric grid into a reconfigurable power system where actions can
be taken in milliseconds to control the flow of power and en-
sure high levels of reliability and quality in the power system.
This reconfigurable power system would act like a network of
high-speed valves that can instantaneously control the flow of
current through the entire grid and limit fault current and prevent
cascading failures. The power electronics-based power system
control devices with embedded intelligence will not only mod-
ernize today’s grid infrastructure but also serve as the first line
of defense. In addition, control-theoretic adaptation strategies
can be developed to provide dynamic responses to unpredictable
changes at the system level as another line of defense.

Collaborative processing requirement. The power grid is
a vast interconnected network, where coordination across the
network, if any, happens on a slow time-scale. Distributed en-
ergy resources make it nearly impossible for any precise central
control of large numbers of small generators. Information ex-
change among hundreds or even thousands of distributed gen-
eration centers instead of just among a handful of large utilities
is a new challenge brought by deregulation. Moreover, if terror-
ists can exploit the weaknesses of centralized control, security
would seem to demand that smaller and locally collaborative
systems would become the system configuration of choice.

Fault resiliency requirement. “Fault” is two-fold: hardware
faults and data faults (note that in this paper, we do not consider
software faults). Under the situation of hardware faults due to,
for example, system attacks and contingency, a portion of the
power grid needs to be able to isolate itself from the remainder
of the utility system and continue to function. Data faults could
include missing data, incomplete data, and incorrect data inputs
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caused by either hardware faults and hardware inefficiency or
deliberate attacks to the communication link. Under these sit-
uations, the analysis algorithms need to be able to tolerate the
imperfect data inputs and still generate a correct response. We
refer to this property as resiliency.

III. THREAT MODEL

In a large interconnected power system, security is primarily
focused on transient and dynamic stability considerations
and intentional attacks are going to fall within only a few
domains of influence upon the grid. Many of the scenarios
manifest as equipment failures caused by physical equipment
damage/failures, interruption of communication network,
and/or misfeeding of information.

On one hand, the physical interconnection can provide a
check on the information system should communications be
compromised. If system response based on received data is
counter to expectations, a device may be able to conclude a
security breach. Physical laws govern the power flow in the
grid, and these cannot be compromised. For example, if control
actions such as increasing reactive power output are observed
to decrease voltage, then the observation is either erroneous
or the system has reached such an extreme and unusual state
that all normal control laws are no longer effective. In this way,
control provides feedback for detecting and isolating an attack
to the information flow.

On the other hand, power systems can also fail through the
physical interconnection even if the communication system is
secure. For example, a generator, or group of generators, whose
controller has been compromised can act in a way to destabi-
lize other units, say by excessive response to minor load fluc-
tuations. Information feedback and collaboration with properly
functioning generator units may allow the system to isolate the
offending unit and the system to continue to operate. In this way,
both the physical system and the information system can act to-
gether to help assure system security.

A. The Threat Model

For convenience, we refer to the entities in a power grid
as system components. The adversary may certainly launch
external attacks against the system. Specifically, the adversary
may passively intercept the messages exchanged between the
system components, actively inject forged messages, or modify
messages being transmitted. However, we assume there are
communication security mechanisms (e.g., message encryption
and authentication) that can handle such threats to a certain
extent. Moreover, the adversary may launch denial of service
(DoS) attacks to disable some system components (e.g., physi-
cally destroy a power generator) or the communication between
them (e.g., cut the transmission line, flood the system with a
large number of messages).

The adversary may also attempt to delay the communication
between system components, aiming at preventing them from
meeting certain real-time requirements. However, we assume
the adversary cannot disable/delay all the system components
and communication channels. The adversary may also launch
insider attacks. Specifically, the adversary may compromise and
completely control some system components, and use them to
attack the rest of the system. However, we assume the adversary
cannot control all the system components. The adversary may
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TABLE I
EXAMPLE ATTACKS

External | Communi- Intercept messages; launch DoS attacks
attack cation attack | to disable communication between
system components.
Component Physical power equipment (generator or
attack power lines) failure or damage.
Insider Communi- Modify or drop transmitted messages;
attack cation attack | inject false messages; delay message
transmission.
Component Generate false events; control
attack compromised system components to

perform arbitrary tasks, such as
coordinated attacks from multiple
substations.

partially compromise the communication security. For example,
the adversary may learn the cryptographic keys shared between
some devices and thus can forge malicious messages. However,
we assume the adversary can compromise only a portion of the
secure communication links. Table I lists some example attacks
under our threat model.

It should be noted that conventional U.S. power system plan-
ning is typically performed with the consideration of possible
N — 1 contingency events of intrinsic equipment failure, where
N — 1 contingency means one component (or one set of closely
related components) fails. Occasionally, some regions of the
U.S. power system are designed to handle a few critical N — 2
or even N — 3 contingencies (i.e., simultaneous failures of 2 or
3 components) with the assistance of postcontingency remedial
actions. Nevertheless, under the post-9/11 environment, simul-
taneous coordinated strikes become a realistic threat, which will
lead to N — X operations under emergency. This will put the in-
terconnected power network in a greater danger that the original
power system planner had never envisioned.

B. Multiple Lines of Defense

This paper studies a systematic solution to fault prevention,
detection, and mitigation, providing multiple lines of defense
that are specifically tailored for the power grid, with potential
generalization to other complex systems.

First, although there might be different ways to attack the
system, the net result is always reflected as voltage, current,
and/or frequency changes. Accurately detecting this change (or
potential fault) and making quick adjustments at each device
level, before it unravels, provide the first line of defense. The in-
corporation of some advanced power electronic devices with ap-
propriate sensing and control functions can transform the elec-
tric grid into a reconfigurable power system where actions can
be taken in microseconds. Second, the practice of robust collab-
oration among neighboring devices and distributed processing
schemes at the local level provide the second line of defense in
its ability to prevent isolated attacks from propagation and de-
tect and mitigate coordinated attacks. Third, a control-theoretic
adaptation framework at the system level provides the last line
of defense, protecting the system from collapse by desired dy-
namic responses with analytical assurance.

A location-centric hybrid system architecture is designed to
facilitate the realization of fault prevention, detection, and mit-
igation at various levels with various degrees of collaboration.
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Fig. 1. A schematic illustration of different control strategies for a power grid
defense system. K indicates centralized or local controller and G indicates the
subsystem being sensed and actuated. (a) Centralized control. (b) Perfectly de-
centralized control. (c) Distributed control.

IV. TECHNICAL APPROACH

We present the design and development of a secure reconfig-
urable system supported by fault-resilient real-time controls to
quickly respond to both natural and intentional attacks to the
power grid. We expect a resilient reconfigurable power grid to
incorporate both local actuation, supported by devices with em-
bedded intelligence, and central system-level adaptation, sup-
ported by control-theoretic security solutions.

A. Location-Centric Hybrid System Architecture

Much of the vulnerability of the existing power grid can be
traced to operating near the maximum voltage stability limits
which does not allow the grid to respond quickly to adverse
events at centralized control points [Fig. 1(a)] due to constraints
on available information, communication bandwidth, and delay.

The alternative is a perfectly decentralized control strategy
[Fig. 1(b)], in which local closed-loop command and control
functions are implemented within each facility. Although data
can be obtained in real time and actions can be enforced upon
the local subsystem, the lack of information exchange between
local controllers affects their capability to fully predict the ef-
fects of control actions, resulting in unreliable or biased decision
making, affecting the stability of the power grid.

Yet another alternative is to allow coordination among
geographically close (local) controllers, referred to as a dis-
tributed control scheme [Fig. 1(c)]. In this scheme, distributed
controllers exchange information with key peers to ensure the
reliability and safety of local operations, while coordinating
strategies with more centralized command and control at a
higher level in a hierarchical structure. The growth in dispersed
power generation, transmission, and distribution equipment
owned by multiple independent entities makes this distributed
command and control structure essential. The threat of coordi-
nated terrorist acts against the power grid leaves a coordinated
distributed command and control solution as the only viable
option.

In the following, we first examine the existing power grid
infrastructure which basically adopts a centralized control
scheme. As shown in Fig. 2(a), from top to bottom, the control
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Fig. 2. System architecture of the power grid information management—a
comparison. (a) Centralized architecture. (b) Location-centric hybrid architec-
ture where filled circles and squares indicate embedded controllers.

center hosts critical power security analysis modules, such as
contingency analysis (CA), visualization, etc., based on the
input from the state estimation (SE) module, which, in turn,
processes raw data sent from remote terminal units (RTUs)
located at various substations. The control center also issues
commands to adjust behaviors of local power electronic de-
vices, including FACTS and distributed generators (DGs).
Since there is no direct communication between substations, a
FACTS device can only make isolated decisions even though
it is equipped with the communication capability to respond
to the control center. Similarly, at the distribution layer, where
multiple DGs usually reside and are equipped to respond to the
microgrid energy manager, there is no communication among
DGs, let alone DGs across different substations.

Fig. 2(b) illustrates the proposed location-centric hybrid ar-
chitecture, for a reformed power grid, which supports the dis-
tributed control scheme in Fig. 1(c). It differs from the existing
power grid in four aspects. First, both FACTS and DG are em-
bedded with an intelligent controller that makes decisions based
on collaborative information from critical peers. Second, two
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levels of collaborations are enabled, one is among DGs within
the same area, the other is among FACTS devices across ge-
ographically adjacent substations. The location-centric collab-
oration provides effective mechanisms for preventing isolated
attacks and detecting and mitigating coordinated attacks. Third,
the SE module is not run at the control center. Instead, a dis-
tributed execution of SE (DSE) is performed at each substation,
only the results from which are integrated at the control center.
This way, the time- and resource-consuming SE execution can
be distributed to multiple substations and the DSE module could
provide feedback to local devices to contain faults locally be-
fore the system unravels. Finally, a control-theoretic adaptation
scheme is adopted to help maintain grid stability under attacks,
providing another level of protection of the grid.

In the following, we detail the enabling techniques that in-
clude embedded intelligence in hardware, robust local collabo-
ration algorithm, distributed state estimation, and control-theo-
retic adaptation for system changes.

B. Reconfiguration Through Hardware Reactivity with
Embedded Intelligence

As stated in Sections II and III, the incorporation of some ad-
vanced power electronic devices with appropriate sensing and
control functions can transform the electric grid into a reconfig-
urable power system where actions can be taken in microsec-
onds. In this section, we describe the functionality of two such
devices, FACTS and DG, and how to design a local controller
to be embedded in these devices in the context of a specific
application.

One important concept to clarify first is the capability and
necessity of these devices in supplying reactive power. Reac-
tive power control and management is extremely important to
voltage stability/control and high efficiency [37]. Large reactive
power flows were a contributing cause to the line overloads that
initiated the cascading blackout in August 2003 [38]. Although
it does not perform real work or help transfer power, reactive
power is needed to help regulate the voltage throughout the elec-
tric grid. Reactive power is much more valuable if it is supplied
locally where it is needed, otherwise, the current associated with
it would cause additional system losses and reduce the efficiency
and real power capacity of the system. In other words, the ulti-
mate goal of the intelligent controllers is to decide how much
reactive and real power to be injected to the grid under certain
change detection (in voltage, current, or frequency) made at the
devices. In the following, we discuss the design of such a con-
troller under the context of intentional islanding.

Intentional islanding is a condition in which a microgrid
or a portion of the power grid, which contains both load and
distributed generation (DG), is isolated from the remainder
of the utility system (or main grid) and continues to operate.
Intentional islanding is important for microgrids to continue
to provide power to sensitive loads under system attacks and
contingency. During the normal grid connected operation, each
DG in a microgrid usually operates in the current (or power)
control mode in stiff synchronization with the main grid. When
the microgrid is cut off from the main grid or when main power
outage occurs because of system component attacks, each DG
has to detect this islanding situation and has to be switched
to a voltage control mode to provide constant voltage to local
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Fig. 3. A microgrid with 2 DGs.

sensitive loads. Since the local DG is either less or greater
than local load demand, infelligent load shedding is needed
for intentional islanding operation, which makes it essential to
search for an analytical solution of the voltage and frequency
transients locally for each DG to have information and make
decisions to secure energy delivery to sensitive loads. This is
the principle in designing the intelligent controller embedded
at DG [39].

Fig. 3 illustrates a microgrid with 2 DGs and 3 critical loads.
In order to maintain the microgrid’s operation after main power
outage, the total amount of active and reactive power needed
by the load, ¥Pr, = Prq + Pr2 + Prs and ¥Qr, = Qr1 +
Q12 + Qr3, and the total amount of active and reactive power
generated by the DGs, X Pg = Pg1 + Pgo and Q¢ = Qg1 +
Q2 need to be balanced and satisfy X P, = X Pg and X.Qp =
3Q¢-

When the voltage at the point of common coupling has
dropped to less than 0.88 pu or increased to greater than 1.1 pu,
the main power grid is deemed as outage of service according
to the IEEE Std. 1547. The challenge is how to switch the DG
inverter system to voltage control mode and bring the voltage
back to within the normal range (0.88—1.1 pu) for intentional
islanding operation.

Fig. 4 shows the theoretical voltage transients for a constant
impedance load under various power differences (from —50%
to +50%) after main power outage. We observe that the voltage
change rate is closely related to power differences between the
DG and load demand. This has presented a potential solution
that if we can detect the voltage change rate and profile after the
power outage, we can then determine how much load shedding
or how much generation reduction is needed before going to
the intentional islanding operation and switching to the voltage
control mode. This operation can be conducted at the local DG
level based on local voltage and frequency monitoring and state
estimation for faster responsiveness to system state changes.

We have successfully field-tested this on a simple microgrid
system with one DG and local loads, connecting to the main
power grid which is under attack [40]. However, when there is
more than one DG in the microgrid which is normally the case,
the DG controller would fail because of the lack of information
exchange among the DGs, causing an inaccurate estimate of the
state of the microgrid. The robust local collaboration algorithm
and distributed state estimation to be discussed in the next two
sections provide effective solutions to this problem.
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Fig. 4. Voltage transients of constant impedance load during main power
outage.

C. Interval-Based Robust Local Collaboration

When a controller embedded in a power electronic device
detects a change in the power grid or receives an update
message from the low-level controllers, a reactive action will
take place. Very often, the controller’s own knowledge is not
enough to make a valid decision which is when the loca-
tion-centric peer-to-peer coordination is initiated, as structured
in Section IV-A. In other cases, the communication links to one
or several controllers from the field RTUs can be jammed or
damaged, or the RTUs themselves are compromised, resulting
in missing data, incomplete data entries, or even worse, in-
correct data. Under these circumstances, the local controllers
need to be able to make correct decisions that do not jeopardize
grid stability or reliability. We develop a generic algorithm
to achieve fault resiliency (or fault prevention, detection, and
mitigation) based on multiple controller coordination even with
potentially faulty, incomplete, and missing information. This
will be realized by the development of an interval-based sensor
data integration algorithm.

Different from the value-based integration based on inputs
from devices which, without loss of generality, assumed to
be concrete numbers, the interval-based integration takes in
an input and creates an interval clustered around the physical
readout. The interval estimate can be modeled by different
stochastic distributions, the simplest of which would be a
uniform distribution. Based on this definition, a correct device
is one whose interval estimate contains the actual value of the
parameter being measured. Otherwise, it is a faulty device. For
example, in the case of collaborative intentional islanding, a
DG might receive a reading from a power line that indicates
its overloading condition, e.g., 25% overloaded, yielding an
interval of [20%, 30%] modeled by a Gaussian, in which
we interpret the interval as “The power line is 20% to 30%
overloaded.”

In order to integrate the interval measurements from different
controllers, we develop a distributed interval integration algo-
rithm [41], [42], derived from its original centralized version
[43], in which a local device, like DG, is elected to collect the
outputs of the devices and construct an overlap function. Fig. 5
illustrates the construction of an overlap function for a set of 6
devices. We observe that the actual value of the derived infor-
mation lies within regions, referred to as the “crest” over which
the maximal peaks of the overlap function occur with the largest
spread. In Fig. 5, the crest picked would be [A, B]. In [43], the
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authors show that the algorithm is robust and satisfies a Lip-
schitz condition [44], which ensures that minor changes in the
input intervals cause only minor changes in the integrated result.
We have improved the integration algorithm to only return the
interval ranges [n—f,n] where f is the number of faulty device
inputs and n is the total number of sensors. In Fig. 5, among
the n = 6 devices, there are f = 2 faulty devices. Thus the
final integration result will be [C, D] where the overlap func-
tion has the range [4, 6]. This algorithm also satisfies Lipschitz
condition and its main advantage is that it is able to reduce the
width of the output interval in most cases and produce a nar-
rower output interval when the number of devices involved is
large. According to the Byzantine generals problem, the max-
imum number of faults ( f) that a certain amount of devices (n)
can tolerate is the largest integer that is smaller than (n — 1)/3.
We have developed a set of criteria for local controllers to jointly
reach a consensus decision [41], [45].

In order for the controller to automatically determine when
it can stop the integration process, we use ¢ = h X w X acc
to pick the “crest” where h is the height of the highest peak
in the overlap function, w is the width of the peak, and acc is
the estimate at the center of the peak. The peak with the largest
c is selected as the crest. This “intermediate accuracy” c can
then be used to determine if the controller has achieved the re-
quired accuracy (or the decision is valid) or not. We design a
protocol for assisting the decision making process. If and only if
the following three criteria are satisfied, the local controller has
to continue collaboration with its neighbors to obtain more in-
formation, that is, the controller’s decision is not reliable enough
to be trusted.

1) The overlap function has its highest peaks ranging from

[’I’L—f ’ n] .

2) The center of the integration result has to be equal to or
larger than the median of the estimated interval. For ex-
ample, if the estimated interval is [0, 1], then the integrated
accuracy cannot be less than 0.5.

3) Both 1 and 2 have to be satisfied in two adjacent integra-
tions excluding the first trial in order to add stability to the
decision.
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Fig. 6. Multiple controller interval integration results with a progressively improving reliability (From left to right: DG1, DG14-2, DG1+42+4-3, DG1+2+344).

DGs Line #1 Line #2 Line #3
1 [0.10, 0.29] [0.46, 0.65] [0.10, 0.21]
2 [0.05, 0.14] [0.05, 0.41] [0.22, 0.58]
3 [0.05, 0.15] [0.05, 0.15] [0.49, 0.59]
4 [0.08, 0.16] [0.08, 0.16] [0.51, 0.60]
(@)
DG1 DGI1+2 DG1+2+3 DG1+2+3+4
C acc (4 acc C acc C acc
Line #1 1 0.2 0.5 0.125 | 0.75 0.125 | 1 0.125
Line#2 | 2.3 | 0.575 4.55 0.35 0.6 0.1 0.75 0.125
Line#3 | 0.7 | 0.5 0.5 0.25 3.3 0.55 3.45 0.575

(b)

Fig.7. The progressive controller decision-making process. (a) Initial decision
by four neighboring DGs. (b) Collaboration results from controllers.

We provide an application example to show how this protocol
is applied. Assume a neighborhood of four DGs participate in
a collaborative decision making process in order to determine
which power line is most overloaded. For example, upon re-
ceiving readings from power line #1, DG1 remodels it to be 0.10
to 0.29 overloaded, as shown in Fig. 7(a). In this example, DG1
provides a tamely faulty result. Fig. 6 illustrates how collabo-
ration among local controllers generates the partially integrated
estimate range when the integration is progressively performed
from DGI to DG4. The four subfigures show the intermediate
results while the controllers perform integration. Fig. 7(b) sum-
marizes the controller’s decision making procedure after inte-
gration with each of its four neighbors. We observe that the
integration result at DG1 and DG1+2 shows that “line #2” is
the most overloaded but changes to “line #3” when integrating
with inputs from DG3 and DG4.

D. Improving Computational Efficiency for State Estimation

Besides robust local collaboration, the existing power grid
also provides security analysis algorithms run at the control
center to best determine the status of the power grid. State esti-
mation (SE) is one of such algorithms which is essentially the
process of estimating unknown state variables in a power grid
based on the meter measurements. However, existing compu-
tation is too time consuming. A natural way to improve com-
putational efficiency and avoid “large system problems” is to
use parallelism with distributed processing. The geographical
distribution of power system applications can benefit from the
form of a decentralized information architecture, in which sev-
eral remote processors perform the local state estimation with
the result forwarded to a control center to refine calculations.
The output of distributed SE can be used by local controllers to
better understand the state of the power grid. It can also provide

feedback information to assist in fault detection when the ex-
pected state is very different from the estimated state.

There exist a number of parallel and distributed state estima-
tion algorithms [46], [47]. In most approaches, the problem is
formulated as follows: the network is divided into several small
areas, a local optimal estimation problem is formulated on each
smaller area and constraints are put on the boundary buses to
ensure the consistency of the bus states. This results in a class
of synchronous methods, since each iteration of a local state es-
timation requires the iteration result of other areas.

We develop an asynchronous distributed algorithm whose ob-
jective is to combine the existing conventional state estimation
and at the same time introduce distributed processing to take
advantage of today’s improved communication capacity and in-
crease in sensors. In the new algorithm, the network is parti-
tioned into a large number of overlapping areas. Each area has
its own local processor which subscribes to the measurements
published for its area and performs an approximate local state
estimation. These areas will have significant overlap with each
other, not just on the boundary buses as typical of most of the
other distributed state estimation. The overlapping areas serve
two purposes. One is that the results from two different local es-
timators on the overlapping area can be used in the final stage
to reduce the discrepancy and consolidate results. The other is
to avoid the difficulties in bad data detection and identification
near/on the boundary buses as in traditional distributed state es-
timation. Each area performs its own state estimation individu-
ally with the iteration occurring both spatially and sequentially
until the result converges into a desired tolerance. The result can
be passed to a central processor or used locally for fast control
actions.

We have performed a study to evaluate the distributed SE on
the IEEE 30-bus system. A comparison of the results from the
distributed state estimation and traditional whole network state
estimation shows a slight increase in mean squared error (MSE)
[48], [49]. This is to be expected as the local estimates are not
a global optimization and do not have full network information.
Moreover, it is completely scalable as system size increases and
can easily incorporate more local measurements that are not in-
cluded in this simple test.

E. Control-Theoretic Adaptation to System Changes for
Real-Time Guarantee

A power grid system must be capable of adapting to unpre-
dictable changes or security attacks (e.g., when the attacks have
penetrated the first two lines of defense) while continuing to
operate effectively. To provide analytic assurance on desired
dynamic response to quality-of-service (QoS) attacks, we
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can define a control-theoretic framework based on advanced
control theory such as model predictive control (MPC). Using
this framework, we will model the system as a dynamic system
whose controlled variables (e.g., QoS attributes like real-time
response time, throughput) must track their references (e.g.,
QoS specifications). The impacts of QoS attacks on the system
can be modeled as disturbances and system variations. When
the disturbances occur, the power grid may experience ab-
normal current, voltage, and/or frequency that further cause
equipment damage and failures. A key benefit of control-theo-
retic framework lies in well-established design methodologies
and its ability to provide analytical performance assurance
(e.g., system stability, speed of recovery from attacks, and
system QoS in steady states after recovery) when workload and
resource availability fluctuate unpredictably (e.g., as in the case
of distributed denial-of-service (DDoS) attacks).

We develop novel real-time algorithms based on control
theory to schedule different tasks in the system. The goal is to
guarantee the end-to-end real-time deadlines of high-priority
tasks even when the system is suffering resource contention
caused by QoS attacks. For example, when the system is under
attack, the tasks of alarm propagation, contingency analysis,
and state estimation should have high priorities, and thus their
resource requirements (i.e., CPU time or network bandwidth)
have to be satisfied. In contrast, the tasks of data collection and
backup can be temporarily suspended or run in much lower
task rates. As a result, the system is able to execute the most
important tasks and continue to be operational and available,
even under security attacks.

To fulfill our goal, decentralized real-time scheduling algo-
rithms can be designed based on recent advances in feedback
control theory to provide a highly scalable solution in large-
scale systems. We first focus on an important real-time sched-
uling approach called utilization control. The (CPU) utilization
of a processor is the percentage of time when its CPU performs
useful computation. The goal of utilization control is to enforce
desired utilizations on one or more processors despite signifi-
cant uncertainties in system workload. Utilization control is cru-
cial to real-time systems because all tasks on a processor are
guaranteed to meet their real-time deadlines if the utilization of
the processor is equal to or lower than an appropriate schedu-
lable utilization bound [50], [51]. Utilization control provides us
an effective way to guarantee all real-time deadlines without the
need to know the accurate workload details. It can also enhance
system survivability by providing overload protection against
workload fluctuation [52].

Utilization control can be formulated as a dynamic con-
strained optimization problem. Given the utilization set point
vector, B = [Bj ... B,]T where B; denotes the desired uti-
lization on processor P;, and a rate constraint [Rumin i, Rmax.i]
for each task 7}, the controller dynamically chooses the task
invocation rate r; (k) for each task to minimize the difference
between the set point B; and the utilization u; (k) for each
processor in the system, subject to the rate constraint:
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Fig. 8. The MIMO feedback control loop in EUCON.

The rate constraints ensure all tasks remain within their ac-
ceptable rate ranges. The optimization formulation maximizes
task rates (and hence the system value, e.g., the frequency of
state estimation) by making the utilization of each processor
as close to its set point as allowed by the constraints. We
have developed a centralized utilization control algorithm
(EUCON—End-to-end Utilization CONtrol) for distributed
real-time systems.

EUCON [53] is designed for end-to-end utilization con-
trol. It can maintain desired CPU utilizations on multiple
processors despite uncertainties in task execution times
and coupling among processors. It employs a centralized
multi-input-multi-output (MIMO) controller based on model
predictive control (MPC) theory to manage and coordinate the
adaptation of multiple processors, subject to the constraints on
task rates. As shown in Fig. 8§, EUCON features a distributed
feedback control loop composed of a central controller, and a
utilization monitor and a rate modulator on each processor.

A decentralized end-to-end utilization control algorithm,
DEUCON, has been developed. Compared to centralized
control schemes, a fundamental advantage of DEUCON is
that both the computation and communication overhead of
a controller depend on the size of its neighborhood instead
of the entire system. This feature allows DEUCON to scale
effectively in large distributed real-time embedded systems
such as the power grid. In addition, DEUCON can also tolerate
considerable network delays, which makes it well suited to
provide end-to-end real-time status dissemination in power
grid systems. Based on EUCON and DEUCON, we plan to
develop a feedback controlled middleware system running
on QoS-critical security analysis modules. This middleware
system can control desired QoS metrics such as end-to-end
latency and resource utilization by adapting the task invocation
rates and migrating tasks to different hosts in the system based
on control-theoretic decisions.

We have also developed a resilient real-time middleware
system called FC-ORB [52]. Empirical experiments show
that FC-ORB can improve the fault-tolerance capabilities
of QoS-critical systems by helping them survive malicious
QoS attacks. Fig. 9(a) shows that the system successfully
tolerates external resource contentions which occur on the
four processors sequentially from processor 1 to processor 4
by maintaining the desired CPU utilizations. Such external
disturbances may be caused by a variety of sources including 1)
processing of critical events that must be executed at the cost
of other tasks; ii) varying workload from a different subsystem
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Fig. 9. CPU utilizations of all processors under (a) external disturbances and
(b) processor failure.

(e.g., legacy software from a different vendor); and iii) software
faults or adversarial denial of service (DoS) attacks. Fig. 9(b)
shows that the failure of processor 3 at time 800 s triggers
task migrations and then system overload. Due to the adoption
of feedback control, possible cascaded processor failures are
avoided by maintaining desired CPU utilizations. In both cases,
as a result of utilization control, end-to-end real-time deadlines
have been guaranteed [52].

V. DISCUSSION

The power grid constitutes the fundamental infrastructure
of modern society. A successful attempt to disrupt electricity
supplies could have devastating effects on national security,
the economy, and the lives of every citizen. We have presented
a location-centric hybrid system architecture as compared to
the existing centralized architecture to facilitate the realization
of fault prevention, detection, and mitigation at various levels
with various degrees of collaboration, including local actua-
tion, supported by devices with embedded intelligence, robust
local collaboration, and distributed state estimation, as well as
system-level adaptation, supported by control-theoretic security
solutions. We presented enabling techniques at each level to
demonstrate the effectiveness of the proposed architecture.

In the following, we discuss potential future works for these
techniques as well as a phase implementation plan.

At the local actuation level, although we have discovered po-
tential solutions to use DG to implement intentional islanding,
it is only successful when there is just one DG in the microgrid.
With multiple DGs as shown in Fig. 3, the potential solution
would fail. The reason is that to maintain the functionality of the
microgrid even after the main grid is under attack, not only the
equilibrium between load generated and load consumed have to
be satisfied in real time, the following two conditions have to
be met: 1) the total apparent power demand has to be less than
the current total DG apparent power capacity and 2) the powers
drawn by the loads from each DG have to be limited within its
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capacity and available active power individually. The solution
with one DG can only satisfy the first condition. In order to
satisfy the second condition, coordination and exchange of in-
formation among the DGs in addition to power and frequency
droop control are needed to obtain a comprehensive view of the
system state.

However, the existing power grid does not provide communi-
cation capability among DGs, and if we open up the communi-
cation channel between DGs, it seems that we would also open
up the system to intentional attacks, like injecting faulty data
into the grid. To tackle these potential challenges, collaboration
among geographical-close DGs is provided with robust integra-
tion algorithms in place to warrant its secure execution. Given
that, more advanced controllers need to be designed to integrate
distributed inputs and make a robust decision. On the other hand,
with the flexibility of testing different functionalities of FACTS,
the main challenge is to determine which function to switch to
under what type of change conditions. This again needs coordi-
nation and information exchange and state estimation.

For robust local collaboration, the interval-based integration
algorithm cannot be realized without a real-time communica-
tion protocol in place. The key issue in real-time communica-
tion is to meet the end-to-end deadlines of those contingency
events and tasks. In real-time theory, an end-to-end real-time
deadline can be divided into a set of local deadlines on each
node that the events/tasks go through plus a set of network la-
tencies between each two adjacent nodes. Therefore, the goal of
meeting an end-to-end deadline is transformed to the problem
of meeting each local deadline and guaranteeing the network
latency of each link. We plan to monitor the latency between
every two nodes in the system. When network latency is longer
than the desired deadline (e.g., due to security attacks), three
potential solutions have been discussed to achieve the desired
latency for high-priority tasks. First, low priority traffic flows
can be dropped or the quality of service (QoS) levels of low
priority flows can be adapted to guarantee the latency of high
priority packets. For example, image or video messages can be
replaced with text messages. Second, novel QoS-aware routing
algorithms can be developed so that packets with higher pri-
orities can be processed in a timelier manner than those lower
priority ones. Finally, malicious processes in the systems can be
identified using advanced security approaches and then termi-
nate those processes in the system.

Although we have provided preliminary evaluation results
to each component except for the system architecture, a com-
prehensive evaluation of the new power grid architecture is
essential. We are planning to use EPRI’s dynamic security
assessment (DSA) model to evaluate the system performance
among three different control architectures, namely, centralized,
perfectly decentralized, and distributed. Both top-down models
and bottom-up models will be evaluated. Top-down models
start from large-scale graphs and look at the interactions be-
tween components. Because there are so many components and
potential interactions, deriving all-encompassing rules for com-
plex infrastructures is impractical. Therefore, top-down models
offer some insight but cannot adequately reflect real-world situ-
ations for complex infrastructures. We will develop a bottom-up
model, specifically for the power industry which allows imple-
mentation for the individual parts of a system. By concentrating
on smaller parts of the system, deriving rules becomes more
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practical, where real-world complexity is modeled by letting
the individual controller interact independently, as opposed to
the centralized control inherent in top-down models.

In addition to software-based simulation, work is underway to
emulate threat models and demonstrate the effectiveness of the
system architecture using NextEnergy’s microgrid developed in
partnership with DTE Energy Technologies.

To implement the proposed architecture of a future resilient
power grid, an incremental deployment is suggested since a
total replacement can be hardly justified economically. The dis-
cussion below shows a sample implementation strategy using
the bottom-up approach, although other variations may work as
well.

First, the local intelligence among DGs and FACTS devices
can be implemented as a response to observed local variables
such as voltage, current, and power. Here, trending analysis
using local variables can be an integrated part for making local
decisions.

Then, communications and collaborative intelligence can be
implemented among local devices such that decisions can be
made based on nearby information. An example is distributed
state estimation with input from nearby devices but not global
information. Real-time guarantees can be a critical task to im-
plement coordination among peers. The implementation in this
stage broadens the scope of information utilization and reaches
an improved decision as opposed to purely localized decision
making.

Finally, the communication and coordination can be fully ex-
panded to link the centralized control center and downstream
devices. Therefore, global decisions can be made when there is
enough time to reach such decision to optimize the daily op-
eration. Meanwhile, emergency decisions can be quickly made
using local information as well as nearby communication to
avoid a global instability or collapse.
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