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Questions

• Q1: Exactly what are the differences between
– Machine Learning (ML)
– Deep Learning (DL)
– Artificial Intelligence (AI)

• Q2: What are the differences of the related courses
offered at UT? 

• Q3: Do I have enough background?
• Q4: What are we going to learn in this class?
• Q5: Course policy
• Q6: What’s the difference between this class and some

very popular online ML lectures?

2



Q1: AI vs. ML vs. DL
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AI ML DL



A 
Comparison 
between AI 
and ML 
Contents
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A Bit of History of AI Development
• 1956-1976

– 1956, The Dartmouth Summer Research Project on Artificial Intelligence, organized by John 
McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon

– The rise of symbolic methods, systems focused on limited domains, deductive vs. inductive 
systems

– 1973, the Lighthill report by James Lighthill, “Artificial Intelligence: A General Survey” - 
automata, robotics, neural network

– 1976, the AI Winter
• 1976-2006

– 1986, BP algorithm
– ~1995, The Fifth Generation Computer

• 2006-???
– 2006, Hinton (U. of Toronto), Bingio (U. of Montreal), LeCun (NYU)
– 2012, ImageNet by Fei-Fei Li (2010-2017) and AlexNet
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We propose that a 2 month, 10 man study of artificial intelligence be carried out during the summer of 1956 at 
Dartmouth College ... The study is to proceed on the basis of the conjecture that every aspect of learning or any 
other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it. 
An attempt will be made to find how to make machines use language, form abstractions and concepts, solve kinds 
of problems now reserved for humans, and improve themselves. We think that a significant advance can be made 
in one or more of these problems if a carefully selected group of scientists work on it together for a summer.

https://en.wikipedia.org/wiki/Dartmouth_workshop
https://en.wikipedia.org/wiki/Lighthill_report

https://en.wikipedia.org/wiki/Dartmouth_workshop


Questions

• Q1: Exactly what are the differences between
– Machine Learning (ML)
– Deep Learning (DL)
– Artificial Intelligence (AI)

• Q2: What are the differences of the related courses
offered at UT? 

• Q3: Do I have enough background?
• Q4: What are we going to learn in this class? 
• Q5: Course policy
• Q6: What’s the difference between this class and some

very popular online ML lectures?
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Q2: Different Courses at UT
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• Intro to Machine Learning (COSC425), Fall
• Machine Learning (COSC522) ß Pattern Recognition (ECE471/571), Fall
• Artificial Intelligence (COSC523), Fall
• Natural Language Processing (COSC 524), Fall
• Deep Learning (COSC525), Spring
• Data Mining (COSC526), Spring
• Bioinspired Computation (COSC527), Spring 
• Reinforcement Learning (ECE517), Fall
• Special Topic Class: Adversarial Learning (ECE599), Spring



Questions

• Q1: Exactly what are the differences between
– Machine Learning (ML)
– Deep Learning (DL)
– Artificial Intelligence (AI)

• Q2: What are the differences of the related courses
offered at UT? 
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Q3: Pre-/Co-requisites

• Probability
• Linear Algebra
• Multivariate Calculus
• Python Programming

– Jupyter notebook
– colab
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Questions

• Q1: Exactly what are the differences between
– Machine Learning (ML)
– Deep Learning (DL)
– Artificial Intelligence (AI)

• Q2: What are the differences of the related courses
offered at UT? 

• Q3: Do I have enough background?
• Q4: What are we going to learn in this class?
• Q5: Course policy
• Q6: What’s the difference between this class and some

very popular online ML lectures?
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Q4: Topics Covered
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Supervised 
Learning

Unsupervised 
Learning

Classification Regression

Linear 
Methods

Nonlinear 
Methods

Neural 
Networks

Statistical 
Learning

Dimensionality 
Reduction

Reinforcement 
Learning

Generation

Solve Real-World Problems!!!



Syllabus
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Questions

• Q1: Exactly what are the differences between
– Machine Learning (ML)
– Deep Learning (DL)
– Artificial Intelligence (AI)

• Q2: What are the differences of the related courses
offered at UT? 

• Q3: Do I have enough background?
• Q4: What are we going to learn in this class?
• Q5: Course policy
• Q6: What’s the difference between this class and some

very popular online ML lectures?
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Q5: Course Policy

• Assignment is due 11:59pm on the due date with electronic 
submission through Canvas. 

– Please name your project report and homework using the following style
 uid_proj#.pdf or uid_hw#.pdf 
– Name your source code with the following style

 uid_proj#.tar
• Late policy: Each student is given a 48-hour grace period cumulatively 

for all assignment. The unused grace period will be counted toward 
bonus (0 ~ 1pt) added to the final average. The bonus is modeled as 
a Gaussian with an std TBD.

• Grading
– Homework (5): 25%
– Project (4): 32%
– Tests (2): 28%
– Final Project Report and Presentation: 10+5%
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Questions

• Q1: Exactly what are the differences between
– Machine Learning (ML)
– Deep Learning (DL)
– Artificial Intelligence (AI)

• Q2: What are the differences of the related courses
offered at UT? 

• Q3: Do I have enough background?
• Q4: What are we going to learn in this class?
• Q5: Course policy
• Q6: What’s the difference between this class and some

very popular online ML lectures?

15



Baysian Decision Theory
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Questions
• What is supervised learning (vs. unsupervised learning)?
• What is the difference between the training set and the test set?
• What is the difference between classification and regression?
• What are features and samples?
• What is dimension?
• What is histogram?
• What is pdf?
• What is Bayes’ Formula?
• What is conditional pdf?
• What is the difference between prior probability and posterior probability?
• What is Baysian decision rule? or MPP?
• What are decision regions?
• How to calculate conditional probability of error and overall probability of 

error?
• What are cost function (or objective function) and optimization method?
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The Toy Example
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A Tutorial on Deep Learning
Part 1: Nonlinear Classifiers and The Backpropagation Algorithm

Quoc V. Le
qvl@google.com

Google Brain, Google Inc.
1600 Amphitheatre Pkwy, Mountain View, CA 94043

December 13, 2015

1 Introduction

In the past few years, Deep Learning has generated much excitement in Machine Learning and industry
thanks to many breakthrough results in speech recognition, computer vision and text processing. So, what
is Deep Learning?

For many researchers, Deep Learning is another name for a set of algorithms that use a neural network as
an architecture. Even though neural networks have a long history, they became more successful in recent
years due to the availability of inexpensive, parallel hardware (GPUs, computer clusters) and massive
amounts of data.

In this tutorial, we will start with the concept of a linear classifier and use that to develop the concept
of neural networks. I will present two key algorithms in learning with neural networks: the stochastic
gradient descent algorithm and the backpropagation algorithm. Towards the end of the tutorial, I will
explain some simple tricks and recent advances that improve neural networks and their training. For that,
let’s start with a simple example.

2 An example of movie recommendations

It’s Friday night, and I am trying to decide whether I should watch the movie “Gravity” or not. I ask my
close friends Mary and John, who watched the movie last night to hear their opinions about the movie.
Both of them give the movie a rating of 3 in the scale between 1 to 5. Not outstanding but perhaps worth
watching?

Given these ratings, it is di�cult for me to decide if it is worth watching the movie, but thankfully, I
have kept a table of their ratings for some movies in the past. For each movie, I also noted whether I liked
the movie or not. Maybe I can use this data to decide if I should watch the movie. The data look like this:

Movie name Mary’s rating John’s rating I like?

Lord of the Rings II 1 5 No
... ... ... ...

Star Wars I 4.5 4 Yes

Gravity 3 3 ?

Let’s visualize the data to see if there is any trend:
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In the above figure, I represent each movie as a red “O” or a blue “X” which correspond to “I like the
movie” and “I dislike the movie”, respectively. The question is with the rating of (3, 3), will I like Gravity?
Can I use the past data to come up with a sensible decision?

3 A bounded decision function

Let’s write a computer program to answer this question. For every movie, we construct an example x
which has two dimensions: the first dimension x1 is Mary’s rating and the second dimension x2 is John’s
rating. Every past movie is also associated with a label y to indicate whether I like the movie or not. For
now, let’s say y is a scalar that should have one of the two values, 0 to mean “I do not like” or 1 to mean
“I do like” the movie. Our goal is to come up with a decision function h(x) to approximate y.

Our decision function can be as simple as a weighted linear combination of Mary’s and John’s ratings:

h(x; ✓, b) = ✓1x1 + ✓2x2 + b, which can also be written as h(x; ✓, b) = ✓Tx+ b (1)

In the equation above, the value of function h(x) depends on ✓1, ✓2 and b, hence I rewrite it as h(x; (✓1, ✓2), b)
or in vector form h(x; ✓, b).

The decision function h unfortunately has a problem: its values can be arbitrarily large or small. We
wish its values to fall between 0 and 1 because those are the two extremes of y that we want to approximate.

A simple way to force h to have values between 0 and 1 is to map it through another function called
the sigmoid function, which is bounded between 0 and 1:

h(x; ✓, b) = g(✓Tx+ b), where g(z) =
1

1 + exp(�z)
, (2)

which graphically should look like this:

The value of function h is now bounded between 0 and 1.
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Apply the chain rule, and note that @g
@z = [1� g(z)]g(z), we have:

@

@✓1
g(✓Tx(i) + b) =

@g(✓Tx(i) + b)

@(✓Tx(i) + b)

@(✓Tx(i) + b)

@✓1

=
⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b)

@(✓1x
(i)
1 + ✓2x

(i)
2 + b)

@✓1

=
⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b)x(i)1

Plug this to Equation 6, we have:

�✓1 = 2
⇥
g(✓Tx(i) + b)� y(i)

⇤⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b)x(i)1 (7)

where

g(✓Tx(i) + b) =
1

1 + exp(�✓Tx(i) � b)
(8)

Similar derivations should lead us to:

�✓2 = 2
⇥
g(✓Tx(i) + b)� y(i)

⇤⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b)x(i)2 (9)

�b = 2
⇥
g(✓Tx(i) + b)� y(i)

⇤⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b) (10)

Now, we have the stochastic gradient descent algorithm to learn the decision function h(x; ✓, b):

1. Initialize the parameters ✓, b at random,

2. Pick a random example {x(i), y(i)},

3. Compute the partial derivatives ✓1, ✓2 and b by Equations 7, 9 and 10,

4. Update parameters using Equations 3, 4 and 5, then back to step 2.

We can stop stochastic gradient descent when the parameters do not change or the number of iteration
exceeds a certain upper bound. At convergence, we will obtain a function h(x; ✓, b) which can be used to
predict whether I like a new movie x or not: h > 0.5 means I will like the movie, otherwise I do not like
the movie. The values of x’s that cause h(x; ✓, b) to be 0.5 is the “decision boundary.” We can plot this
“decision boundary” to have:

The green line is the “decision boundary.” Any point lying above the decision boundary is a movie that I
should watch, and any point lying below the decision boundary is a movie that I should not watch. With
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Terminologies

• Supervised learning: 
– Training data vs. testing data vs. validation data
– Training: given input-output pairs

• Features
• Samples
• Dimensions
• Classification vs. Regression

19



Questions
• What is supervised learning (vs. unsupervised learning)?
• What is the difference between the training set and the test set?
• What is the difference between classification and regression?
• What are features and samples?
• What is dimension?
• What is histogram?
• What is pdf?
• What is Bayes’ Formula?
• What is conditional pdf?
• What is the difference between prior probability and posterior probability?
• What is Baysian decision rule? or MPP?
• What are decision regions?
• How to calculate conditional probability of error and overall probability of 

error?
• What are cost function (or objective function) and optimization method?
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Example 1 – 1-D feature
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Rating  label
3.5  Y
4.8  N
3.4  Y
3.7  N

4.5  Y
4.8  N
3.6  Y
2.7  N
1  N
 



From Histogram to Probability 
Density Distribution (pdf)
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x



Examples of pdf 

Gaussian distribution 
nBell curve
nNormal distribution

Uniform distribution
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Q&A Session - Looking into 
Gaussian
• Two classes with one intersection?

• Two classes with no intersection?

• Two classes with two intersections?
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Bayes’ Formula (Bayes’ Rule)
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Q&A Session

• How do you interpret prior probability in the toy 
example?
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Questions
• What is supervised learning (vs. unsupervised learning)?
• What is the difference between the training set and the test set?
• What is the difference between classification and regression?
• What are features and samples?
• What is dimension?
• What is histogram?
• What is pdf?
• What is Bayes’ Formula?
• What is conditional pdf?
• What is the difference between prior probability and posterior probability?
• What is Baysian decision rule? or MPP?
• What are decision regions?
• How to calculate conditional probability of error and overall probability of 

error?
• What are cost function (or objective function) and optimization method?
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Bayes Decision Rule
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Maximum Posterior Probability (MPP):
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Decision Regions

The effect of any decision rule is to partition the 
feature space into c decision regions 

cℜℜℜ ,,, 21 

1ℜ 2ℜ

( ) ( )22| ωω Pxp

( ) ( )11| ωω Pxp

x
1ℜ



Conditional Probability of 
Error
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€ 

P error | x( ) =
P ω1 | x( )       if we decide ω2

P ω2 | x( )       if we decide ω1

# 
$ 
% 

= min P(ω1 | x),P(ω2 | x)[ ]

( ) ( )22| ωω Pxp

( ) ( )11| ωω Pxp
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ω
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| =
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Overall Probability of Error
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€ 

P error( ) = P ω2 | x( )p x( )dx
ℜ1

∫ + P ω1 | x( )p x( )dx
ℜ2

∫

Or unconditional risk, unconditional probability of error

€ 

P error( ) = P(error,x)dx
−∞

∞

∫ = P(error | x)p(x)dx
−∞

∞

∫

1ℜ 2ℜ

( ) ( )22| ωω Pxp

( ) ( )11| ωω Pxp

x
1ℜ

= P (error|!2) + P (error|!1)



How Does It Work Work Altogether?
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Training Set:

Testing Sample:

Rating  label

3.5  Y
4.8  N
3.4  Y
3.7  N

4.5  Y
4.8  N
3.6  Y
2.7  N
1  N
 



Questions
• What is supervised learning (vs. unsupervised learning)?
• What is the difference between the training set and the test set?
• What is the difference between classification and regression?
• What are features and samples?
• What is dimension?
• What is histogram?
• What is pdf?
• What is Bayes’ Formula?
• What is conditional pdf?
• What is the difference between prior probability and posterior probability?
• What is Baysian decision rule? or MPP?
• What are decision regions?
• How to calculate conditional probability of error and overall probability of 

error?
• What are cost function (or objective function) and optimization method?
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Q&A Session

• What is the cost function?
• What is the optimization approach we use to find 

the optimal solution to the cost function?
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Theme 1: Cost functions and Optimization approaches
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Recap

Bayes decision rule à maximum posterior 
probability (MPP)
Decision regions à How to calculate the overall 
probability of error 


