
COSC 522 – Machine Learning

Baysian Decision Theory

Hairong Qi, Gonzalez Family Professor
Electrical Engineering and Computer Science
University of Tennessee, Knoxville
https://www.eecs.utk.edu/people/hairong-qi/
Email: hqi@utk.edu

1

Course Website: http://web.eecs.utk.edu/~hqi/cosc522/

https://www.eecs.utk.edu/people/hairong-qi/
http://web.eecs.utk.edu/~hqi/cosc522/


Questions
• What is supervised learning (vs. unsupervised learning)?
• What is the difference between the training set and the test set?
• What is the difference between classification and regression?
• What are features and samples?
• What is dimension?
• What is histogram?
• What is pdf?
• What is Bayes’ Formula?
• What is conditional pdf?
• What is the difference between prior probability and posterior 

probability?
• What is Baysian decision rule? or MPP?
• What are decision regions?
• How to calculate conditional probability of error and overall 

probability of error?
• What are cost function (or objective function) and optimization 

method?
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1 Introduction

In the past few years, Deep Learning has generated much excitement in Machine Learning and industry
thanks to many breakthrough results in speech recognition, computer vision and text processing. So, what
is Deep Learning?

For many researchers, Deep Learning is another name for a set of algorithms that use a neural network as
an architecture. Even though neural networks have a long history, they became more successful in recent
years due to the availability of inexpensive, parallel hardware (GPUs, computer clusters) and massive
amounts of data.

In this tutorial, we will start with the concept of a linear classifier and use that to develop the concept
of neural networks. I will present two key algorithms in learning with neural networks: the stochastic
gradient descent algorithm and the backpropagation algorithm. Towards the end of the tutorial, I will
explain some simple tricks and recent advances that improve neural networks and their training. For that,
let’s start with a simple example.

2 An example of movie recommendations

It’s Friday night, and I am trying to decide whether I should watch the movie “Gravity” or not. I ask my
close friends Mary and John, who watched the movie last night to hear their opinions about the movie.
Both of them give the movie a rating of 3 in the scale between 1 to 5. Not outstanding but perhaps worth
watching?

Given these ratings, it is di�cult for me to decide if it is worth watching the movie, but thankfully, I
have kept a table of their ratings for some movies in the past. For each movie, I also noted whether I liked
the movie or not. Maybe I can use this data to decide if I should watch the movie. The data look like this:

Movie name Mary’s rating John’s rating I like?

Lord of the Rings II 1 5 No
... ... ... ...

Star Wars I 4.5 4 Yes

Gravity 3 3 ?

Let’s visualize the data to see if there is any trend:
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In the above figure, I represent each movie as a red “O” or a blue “X” which correspond to “I like the
movie” and “I dislike the movie”, respectively. The question is with the rating of (3, 3), will I like Gravity?
Can I use the past data to come up with a sensible decision?

3 A bounded decision function

Let’s write a computer program to answer this question. For every movie, we construct an example x
which has two dimensions: the first dimension x1 is Mary’s rating and the second dimension x2 is John’s
rating. Every past movie is also associated with a label y to indicate whether I like the movie or not. For
now, let’s say y is a scalar that should have one of the two values, 0 to mean “I do not like” or 1 to mean
“I do like” the movie. Our goal is to come up with a decision function h(x) to approximate y.

Our decision function can be as simple as a weighted linear combination of Mary’s and John’s ratings:

h(x; ✓, b) = ✓1x1 + ✓2x2 + b, which can also be written as h(x; ✓, b) = ✓Tx+ b (1)

In the equation above, the value of function h(x) depends on ✓1, ✓2 and b, hence I rewrite it as h(x; (✓1, ✓2), b)
or in vector form h(x; ✓, b).

The decision function h unfortunately has a problem: its values can be arbitrarily large or small. We
wish its values to fall between 0 and 1 because those are the two extremes of y that we want to approximate.

A simple way to force h to have values between 0 and 1 is to map it through another function called
the sigmoid function, which is bounded between 0 and 1:

h(x; ✓, b) = g(✓Tx+ b), where g(z) =
1

1 + exp(�z)
, (2)

which graphically should look like this:

The value of function h is now bounded between 0 and 1.
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Apply the chain rule, and note that @g
@z = [1� g(z)]g(z), we have:

@

@✓1
g(✓Tx(i) + b) =

@g(✓Tx(i) + b)

@(✓Tx(i) + b)

@(✓Tx(i) + b)

@✓1

=
⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b)

@(✓1x
(i)
1 + ✓2x

(i)
2 + b)

@✓1

=
⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b)x(i)1

Plug this to Equation 6, we have:

�✓1 = 2
⇥
g(✓Tx(i) + b)� y(i)

⇤⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b)x(i)1 (7)

where

g(✓Tx(i) + b) =
1

1 + exp(�✓Tx(i) � b)
(8)

Similar derivations should lead us to:

�✓2 = 2
⇥
g(✓Tx(i) + b)� y(i)

⇤⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b)x(i)2 (9)

�b = 2
⇥
g(✓Tx(i) + b)� y(i)

⇤⇥
1� g(✓Tx(i) + b)

⇤
g(✓Tx(i) + b) (10)

Now, we have the stochastic gradient descent algorithm to learn the decision function h(x; ✓, b):

1. Initialize the parameters ✓, b at random,

2. Pick a random example {x(i), y(i)},

3. Compute the partial derivatives ✓1, ✓2 and b by Equations 7, 9 and 10,

4. Update parameters using Equations 3, 4 and 5, then back to step 2.

We can stop stochastic gradient descent when the parameters do not change or the number of iteration
exceeds a certain upper bound. At convergence, we will obtain a function h(x; ✓, b) which can be used to
predict whether I like a new movie x or not: h > 0.5 means I will like the movie, otherwise I do not like
the movie. The values of x’s that cause h(x; ✓, b) to be 0.5 is the “decision boundary.” We can plot this
“decision boundary” to have:

The green line is the “decision boundary.” Any point lying above the decision boundary is a movie that I
should watch, and any point lying below the decision boundary is a movie that I should not watch. With
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The Toy Example 2

• Student (taking COSC522 in F23) covid test
• Feature: temperature (1-D)
• Data collection: For the entire class, we take temperature

of each student; also ask the student to take a covid test
• Data:

– Training set: For half of the class, use temperature measurement 
as “feature”, and their test result as “label”

– Testing set: For the other half of the class, given temperature 
information, determine if the student might have covid or not

• Question: Why do we need to ask students in test set to 
take covid test but didn’t use that test results? 
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Terminologies

• Supervised learning: 
– Training data vs. testing data vs. validation data
– Training: given input-output pairs

• Features (e.g., temperature)
• Samples
• Dimensions
• Classification vs. Regression
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Questions
• What is supervised learning (vs. unsupervised learning)?
• What is the difference between the training set and the test set?
• What is the difference between classification and regression?
• What are features and samples?
• What is dimension?
• What is histogram?
• What is pdf?
• What is Bayes’ Formula?
• What is conditional pdf?
• What is the difference between prior probability and posterior 

probability?
• What is Baysian decision rule? or MPP?
• What are decision regions?
• How to calculate conditional probability of error and overall 

probability of error?
• What are cost function (or objective function) and optimization 

method?
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Example 1 – 1-D feature
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Rating label
3.5 Y
4.8 N
3.4 Y
3.7 N

4.5 Y
4.8 N
3.6 Y
2.7 N
1 N



Example 2 – covid testing
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temperature label
92 N
90 N
100 Y
102 Y

90 Y
101 N
93 N
95 N
103 Y



From Histogram to Probability 
Density Distribution (pdf)
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x

Positive

Negative



Examples of pdf 

Gaussian distribution 
nBell curve
nNormal distribution

Uniform distribution
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Q&A Session - Looking into 
Gaussian
• Two classes with one intersection?

• Two classes with no intersection?

• Two classes with two intersections?
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Bayes’ Formula (Bayes’ Rule)
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Q&A Session

• How do you interpret prior probability in the toy 
example?
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Questions
• What is supervised learning (vs. unsupervised learning)?
• What is the difference between the training set and the test set?
• What is the difference between classification and regression?
• What are features and samples?
• What is dimension?
• What is histogram?
• What is pdf?
• What is Bayes’ Formula?
• What is conditional pdf?
• What is the difference between prior probability and posterior 

probability?
• What is Baysian decision rule? or MPP?
• What are decision regions?
• How to calculate conditional probability of error and overall 

probability of error?
• What are cost function (or objective function) and optimization 

method?
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Bayes Decision Rule
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Maximum Posterior Probability (MPP):
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Decision Regions

The effect of any decision rule is to partition the 
feature space into c decision regions

cℜℜℜ ,,, 21 

1ℜ 2ℜ
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( ) ( )11| ωω Pxp

x
1ℜ



Conditional Probability of 
Error
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Overall Probability of Error
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€ 

P error( ) = P ω2 | x( )p x( )dx
ℜ1

∫ + P ω1 | x( )p x( )dx
ℜ2

∫

Or unconditional risk, unconditional probability of error

€ 

P error( ) = P(error,x)dx
−∞

∞

∫ = P(error | x)p(x)dx
−∞

∞

∫

1ℜ 2ℜ

( ) ( )22| ωω Pxp

( ) ( )11| ωω Pxp

x
1ℜ

= P (error|!2) + P (error|!1)



How Does It Work Altogether?
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temperature label
92 N
90 N
100 Y
102 Y

90 Y
101 N
93 N
95 N
103 Y



Questions
• What is supervised learning (vs. unsupervised learning)?
• What is the difference between the training set and the test set?
• What is the difference between classification and regression?
• What are features and samples?
• What is dimension?
• What is histogram?
• What is pdf?
• What is Bayes’ Formula?
• What is conditional pdf?
• What is the difference between prior probability and posterior probability?
• What is Baysian decision rule? or MPP?
• What are decision regions?
• How to calculate conditional probability of error and overall probability of 

error?
• What are cost function (or objective function) and optimization method?
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Q&A Session

• What is the cost function?
• What is the optimization approach we use to find 

the optimal solution to the cost function?
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Theme 1: Cost functions and Optimization approaches



Recap
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P error( ) = P ω2 | x( )p x( )dx
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∫ + P ω1 | x( )p x( )dx
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∫Overall 
probability 
of error
Bayes decision rule à maximum posterior probability (MPP)
Decision regions à How to calculate the overall probability of error 


