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Outline
• Lecture 3: Core ideas of CNN

– Receptive field
– Pooling

– Shared weight

– Derivation of BP in CNN

• Lecture 4: Practical issues 
– Normalized input and initialization of hyperparameters

– Cross validation

– Momentum

– Learning rate

– Activation functions

– Pooling strategies

– Regularization

• Lecture 5: Variants of CNN
– From LeNet to AlexNet to GoogleNet to VGG to ResNet

• Lecture 6: Implementation 

• Lecture 7: Applications of CNN – Binary hashing

• Lecture 8: Applications of CNN – Person re-identification
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From NN to deep NN
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Receptive field (RF) and 
shared weight
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Feature maps
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Max pooling
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Output of max pooling invariant to 
shifts in the inputs
• Not very clear (from Le)
• Translational invariant systems 
• Major source of distortions in natural data is 

typically translation
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A simple CNN framework
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A more practical framework

9

Derivation of Backpropagation in
Convolutional Neural Network (CNN)

Zhifei Zhang

University of Tennessee, Knoxvill, TN

October 18, 2016

Abstract— Derivation of backpropagation in convolutional neural network (CNN) is con-
ducted based on an example with two convolutional layers. The step-by-step derivation is
helpful for beginners. First, the feedforward procedure is claimed, and then the backpropaga-
tion is derived based on the example.
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In 𝒌𝒑,𝒒𝒍 and 𝒃𝒒𝒍 , l indicates 
the layer, p and q denote the 
map indices of current and 
next layers, respectively.  
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Figure 1: The structure of CNN example that will be discussed in this paper. It is exactly the same
to the structure used in the demo of Matlab DeepLearnToolbox [1]. All later derivation will use the
same notations in this figure.

1.1 Initialization of Parameters
The parameters are:

• C1 layer, k1
1,p (size 5 ◊ 5) and b1

p (size 1 ◊ 1), p = 1, 2, · · · 6

• C2 layer, k2
p,q (size 5 ◊ 5) and b2

q (size 1 ◊ 1), q = 1, 2, · · · 12

• FC layer, W (size 10 ◊ 192) and b (size 10 ◊ 1)
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