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Lecture 10 — Regularized AE and Case
Studies
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Lecture 9: Points crossed
General structure of AE
Unsupervised
Generative model?
The representative power
Basic structure of a linear autoencoder
Denoising autoencoder (DAE)
AE in solving overfitting problem
Lecture 10: Regularized AE and case studies

Lecture 11: VAE leading to GAN
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The performance of machine learning methods is heavily
dependent on the choice of data representation (or features)
on which they are applied. ... much of the actual effort in
deploying machine learning algorithms goes into the design
of preprocessing pipelines and data transformations that
result in a representation of the data that can support
effective machine learning. ... Such feature engineering is
important but labor-intensive and highlights the weakness of
current learning algorithms: their inability to extract and
organize the discriminative information from the data ....

[Bengio:2014]
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Probabilistic models

Captures the posterior distribution of the underlying
explanatory factors given observations

Reconstruction-based algorithms

AE
Geometrically motivated manifold-learning
approaches
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Require strong assumptions of the structure in the
data

Make severe approximations, leading to
suboptimal models

Rely on computationally expensive inference
procedures like MCMC
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z
output v = fo,(Wix+by)
hidden y Joecode Wo z = gp,(Way + ba)
fencode W/, ) = {W1,by}, 0 = {Wa, by}
input
X

01,05 = arg 51511013 Eyx)[Lu(X, g0,(fo,(X)))]
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Regularized AE — Sparse AE RESEARCH

L(01,02) = | X — go, (fo, (X))[13 + ash(fo, (X)) + e[ W11

AICIP
Regularized AE — Denoising RESEARCH
AE? [DAE:2008]

ROROO)-— (00000) 0000

07,05 = argmin E, XX [Lu(X, ggz(fgl()?)))]
61,0, 9(X.X)

The well-known link
between “training with
noise” and
regularization
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Application Example: AE in Spectral
Unmixing
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Spectral Unmixing

Mathematic formulation of HSI
mixing:  x=As+n

— X: sensor readout

— A: source matrix S

— s: abundance vector [Bannon, Nature Photonics 2009]

— n: measuring noise
+ Constraints

1y oI2 L 1
minimize  /(A,S) = ~[X-AS[, + AJ(A)

— Sum-to-one
Nonnegative subjectto A=0, $20, 1'S=1" -
+ Unsupervised ynmixing <
minimize £y (s)= s, Ins,
~ MVC-NMF o) ,Z,;’ /

~ GDME s

subjectto /i (s)=1"5=1=0, k()= A5, ~x,=0,i=1..,N
al
[1] L. Miao, H. Qi, “Endmember extraction from highly mixed data using minimum volume gative matrix
IEEE Transactions on Geoscience and Remote Sensing, 45(3):765-777, March 2007. (Highest Impact Paper Award)
[2] L. Miao, H. Qi, H. Szu, “A maximum to P mixed pixel " IEEE on Image
Processing, 16(4):1008-1021, April 2007.
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Deep Learning

3rd layer
“Objects”

[Giznicki,SPIE 2012]

2nd layer
“Object parts’

Spectral Unmixing
A good martiage? S .

“edges”

Input

[CVPR 2012 Tutorial by Honglak Lee]
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output _
ldecode X X
hidden W, >0 A>0
Tencode i e
input

How to formulate the unmixing problem - AY =

in the framework of AutoEncoder? X=AS vs. "X = Ao(W.X)

1. What is endmember?

2. What is abundance?

3. How to incorporate the
constraints?

4. What are the constraints?

Part-based AE assumes

« Tied weight: W, = AT

« Nonnegative weight:
A>0 W,>0

[1]Chen, Minmin, et al. "Marginalized denoising autoencoders for domain adaptation." arXiv preprint arXiv:1206.4683 (2012).
[2] Lemme, Andre, René Felix Reinhart, and Jochen Jakob Steil. "Efficient online learning of a non-negative sparse autoencoder.”
ESANN. 2010.
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AutoEncoder Cascade

Marginalized Denoising AutoEncoder (mDA)
Non-negative Sparse AutoEncoder (NNSA)

Denoising Layer r - b oo
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i 0 [ [sparse | | @F Q i
input | O Wose! O W & ‘m W 3|
‘ : 5 JR 2 m‘ .

H l [ Non-negative | I

o | 2 o]

X | |

5, 2015. (Best Paper Award)

Rui Guo, Wei Wang, Hairong Qi, “Hyperspectral image unmixing using cascaded autoencoder,” IEEE Workshop
on Hyperspectral Image and Signal Processing: Evolution in Remote Sensor (WHISPERS), Tokyo, Japan, June 2-
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Discussion on the Network
Structure

On tied weight Thatis, S = o(W,X)
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X = AS = Ac(W,X) = W,To(W,X)

Discussion on the Network

On the nonnegative constraint

o8 X X
08 W, >0 A>0
” " erboae | 9| “amosier
wx W
W, € R2X188 W, € 3188
TENNESSEE
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Structure (cont’d) X = AS = Ac(W,X)
Assume o is linear: AW, =I

A € R188x2 W, € R2x188

A € R188x3 W, € RIX188
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Proposed Algorithm RESEARCH
X X
Endmember A
Wl A v
12
. g
124
Abundance S

W, X - Ac(W,X)|} @
Input HSI data Augmented data

1
V(Wi A) = 5[|Ac(W1X) - X%
+a|[W,X — Ao(W,X)|;
+ B Will21
subject to A >0

b o TENNESSEE 1
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Objective function: J(Wy,A) = %”A”(wlx) - X
+ 0| W, X — Ad(W,X)|[%
+ B Wi[21

subject to A >0

The denoising constraint:
multilayer scaled marginalized denosing autoencoder

(mDA): W,
Nonnegativity: A = max(A —aVA.,0)
Sum-to-one:  x_[ X ] z_[ A
X=|air | A= |ar
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