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Abstract
A wave of large datasets amounting beyond terascale is now being produced by scientific applications on a daily basis. The ensuing challenge to manage and make sense of these data demands systematic breakthroughs in several areas of computer science. In this tutorial, we survey recent progress made in addressing a particular difficulty of pressing user need. That is, the gap between users' conceptual domain knowledge vs. the way features have to be specified in traditional scientific visualizations. This gap is particularly acute at terascale and beyond, where a large amount of parallel automation is necessary to study the data at full-scale. Interactive techniques alone cannot solve the whole problem. Algorithmic methods must be studied.

Recent research to visualize time-varying multivariate data has led to the study of several key technical hurdles. For instance, when visualization is used for exploratory purposes, it could be the case that even application scientists themselves do not fully understand the phenomena and are using visualization to start and refine their research. There are also general cases where a user has clear concepts of a pattern but the knowledge lacks specifics, as exemplified by the concept of “the start of a growing season” that is commonly studied in climate modeling. When a feature can be defined with rigor, there is still a common situation that the data cannot be viewed altogether, and that straightforward ways to generate hierarchical representations of the features do not lead to satisfactory results.

In an effort to survey recent progress in addressing the above set of diverse challenges, our tutorial covers the following topics: (i) Programming language interfaces for time-varying multivariate visualization; (ii) Purely mathematical ways to specify features for visualization; (iii) Importance-driven data analysis and visualization; (iv) Chronovolumes, comparative visualization, and time-varying transfer functions. The tutorial also demonstrates the applications of these techniques in highly visible recent application areas, such as modeling and simulation of climate, combustion, astrophysics, earthquake and hurricane. The goal of this tutorial is to inform visualization researchers and practitioners the state-of-the-art technologies that have greatly enriched the toolset for visualizing large-scale time-varying multivariate scientific data.

Level
Beginner/Intermediate.

Prerequisite
An intermediate knowledge level of volume visualization is required. Some prior experience with a time-varying multivariate simulation would be very helpful.

Audience
The intended audience includes visualization researchers and practitioners who are interested in learning about an enriched set of feature specification in time-varying volumetric data of multiple variables.

Importance
Time-varying multivariate data visualization has received increasing attention over the years. Most scientific datasets are in the form of time-varying, multivariate. As the size and complexity of data increase, there is a pressing need to design new algorithms and techniques that extract, organize and visualize multivariate temporal features in scientific data. In the recommendations from the DOE/ASCR 2007 Workshop on Visual Analysis and Data Exploration at Extreme Scale, visualization experts around this country listed Multifield and Multimodel Data Understanding and Time-Varying Datasets among the key research areas for visual analysis and knowledge discovery. As such, new visualization techniques and user interfaces must enable the users to understand extreme-scale, time-varying, multivariate datasets by interactively browsing through different spatial and temporal scales, identifying scientific phenomena of different temporal length, and tracking salient features in both time and space.

Since 2006, the IEEE Visualization Conference also has dedicated sections on multivariate data visualization. However, for the past ten years (1999-2008), there was no tutorials at this conference that focused on time-varying multivariate data visualization. We believe that our proposed tutorial answers this timely call, informing the audience of recent advances in time-varying multivariate data visualization towards effective analysis, viewing and understanding of data.

Schedule

<table>
<thead>
<tr>
<th>Schedule</th>
<th>Talks/Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>All 10 minutes</td>
</tr>
<tr>
<td>Talk1</td>
<td>Jian Huang 40 minutes</td>
</tr>
<tr>
<td>Talk2</td>
<td>Heike Jänicke 40 minutes</td>
</tr>
<tr>
<td>Break</td>
<td>— 30 minutes</td>
</tr>
<tr>
<td>Talk3</td>
<td>Chaoli Wang 40 minutes</td>
</tr>
<tr>
<td>Talk4</td>
<td>Jonathan Woodring 40 minutes</td>
</tr>
<tr>
<td>Discussion</td>
<td>All 10 minutes</td>
</tr>
</tbody>
</table>

Description
The description and outline of each topic is in the following:
Abstract
Recent advances in the field of query-based visualization have enabled a powerful technique for large data visualization. Using query-based visualization, users can quickly and intuitively explore very large, highly complex multivariate data. But although human-domain knowledge is always a driving factor, query-based visualization is commonly guided by trial and error and is often ad hoc. In addition, ad hoc approach becomes extremely cumbersome and time consuming when the exponentially large growth of multivariate time-varying simulation data is considered. In this domain, more efficient user tools with versatile automation are necessary.

Motivated by the elegance and power of domain specific programming language interfaces, we have developed two query language interfaces for visualizing features in large, multi-variate, time-variant datasets. The first was developed to enable the user to express features in terms of statistical properties of local spatio-temporal neighborhoods. Clauses on relative terms can be used to avoid requiring overly detailed, and hence overly constrained, specifications. The second is a temporal pattern language directly modeled after regex (regular expression). Wildcards provide a powerful way to represent the existence of non-topical events, whether temporal or multivariate. Queries containing wildcards are automatically expanded to a number of actual range queries that can be extracted concurrently in order for a systematic exploration of the data. Both languages are tightly integrated into the visual analysis process. We apply these language frameworks to a recent climate modeling simulation and describe a mechanism making query processing scalable and of low latency.

Outline
- Introduction
  - Brief motivation from the perspective of climate modeling research
- Related Work
  - Query-driven visualization
- Spatial Querying
  - Neighborhood-based querying
  - Bin selection and predicate clauses
- Temporal Querying
  - Textual pattern matching
  - Syntax, interpreter and scalable query servers
- Scalable Back-End Servers

Contribution
This segment of the tutorial surveys the latest research trends of query-driven visualization. A few known methods to build a scalable server to enable high-throughput queries in datasets are also discussed in this talk.
Importance-Driven Data Analysis and Visualization

Chaoli Wang

Abstract
As we have reached a stage where data easily overwhelm the limits of human comprehension, it is imperative to identify and present the most relevant information. This part of tutorial focuses on new techniques that identify data features and highlight important regions for cost-effective data evaluation, viewing, and understanding.

First, I will present a reduced-reference approach to volume data quality assessment which extracts important statistical information from the original data in the multiscale wavelet domain. Using only the extracted information as "carry-on" features, we are able to identify and quantify the quality loss in reduced or distorted versions of data. Second, I will introduce an importance-driven solution for uncovering the dynamic behaviors of time-varying data. This is achieved by analyzing the importance of data blocks in the joint feature-temporal space using the concepts from information theory. The analysis yields an importance curve for each block characterizing its temporal behavior. Clustering all importance curves effectively classifies the time-varying data for importance-driven visualization. Finally, the concept of importance can also be drawn from domain knowledge and used in data reduction. I will describe an algorithm that utilizes a reference feature to partition and compress time-varying data.

Outline
- Introduction and Motivation
- Volume Data Quality Assessment
  - Wavelet hierarchy and subband statistics
  - Feature representation
  - Quality assessment
- Importance-Driven Visualization
  - Entropy-based data importance
  - Importance-driven techniques
- Application-Driven Compression
  - Reference features and data prioritization
  - Compression, decompression and visualization

Contribution
This part of the tutorial highlights how effective data viewing and understanding can be achieved by leveraging the important aspect of data. The solutions presented point out a promising direction for coping with the large data problem facing computational scientists and visualization researchers.

Comparative Visualization and Transfer Functions for Time-Varying Data

Jonathan Woodring

Abstract
To visualize and analyze the time-varying data, several techniques are introduced that move beyond animations and side by side comparison to reason about temporal trends, due to human perception limitations such as short-term visual memory, change blindness, and the inability to make precise quantified reasoning. Visualization of time-varying data involves classification (transfer functions) to be able to specify and find spatio-temporal patterns in the data. To generate transfer functions for time-varying data, similar temporal trends are used for data classification, which is realized through classification via time histograms and classification via analysis of temporal trends. Visualization presentation techniques are introduced that can aid in the visualization of time-varying data by comparative analysis. Multi-scale temporal spreadsheet views aid in the comparison between time steps by quantifying value differences over time at different time scales. Chronovolumes and 3D composition visualize time-varying data in such a way that it can precisely describe spatio-temporal trends in a single image through comparative analysis.

Outline
- Introduction and Motivation
- Comparative Visualization for Time
  - Chronovolumes and composition
  - Multi-scale temporal spreadsheet
- Time-Varying Transfer Functions
  - Time histograms
  - Trend clustering and sequencing

Contribution
This segment of the tutorial discusses methods for time-varying transfer function generation and the use comparative visualization in time-varying data. Transfer function generation in general is a difficult problem, and even more so for time-varying data. We describe two methods for time-varying data transfer function specification: a manual and semi-automatic method through time histograms and a semi-automatic method via analysis of the data. Second, animations and side-by-side comparison of frames is lacking for being able to quantify and describe similarities and differences that happen over time in data. We describe several comparative methods that makes it easier for a user to precisely see what is changing over time through: multi-scale filtering, quantification of values in a spreadsheet view, and a comparative rendering technique that compresses multiple time steps into one dataset.

Tutorial Notes
The tutorial notes will consist of the description of the tutorial, copies of the slides for each talk, and an extensive bibliography including specific references used in the tutorial as well as a general selection of relevant references.

Instructors
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