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Abstract

This paperaddressethe issueof fault-tolerancen ap-
plicationsthatmake useof network storage A network

storageabstractiorcalledthe NetworkStorage Stad is

presentedalongwith its constituentparts. In particu-
lar, a datatype calledthe exNodeis detailed alongwith

toolsthatallow it to be usedto implementa wide-area,
stripedandreplicatedfile.

Using thesetools, we evaluate the fault-tolerance
of several exNode “files,” composedof variable-size
blocksstoredon 14 differentmachinesat five locations
throughoutthe United States. The resultsdemonstrate
that while failuresin using network storageoccur fre-
guently the tools built on the Network StorageStack
toleratethemgracefully andwith goodperformance.

1 Introduction

Many commercialand scientific applicationsneedac-
cessto remotestorageresourcesysuallyvery largere-
sourcesldeally, theseapplicationshouldbeableto ac-
cessheseresourcesvith thelowestpossibldateng and
highestpossiblethroughout. Network resourceshow-
ever, areinherentlyunreliable.Many factorscontritute
to the network’s unreliability: the remoteapplicationis
busy or failed, the remotehostis down, the remotenet-
work is congestear down, thelocal network is busyor
down, etc. Applicationsthatrely on network resources
areatthemergq of all of thesepotentialinterruptions.
The Logistical Computing and Internetvorking

*This material is basedupon work supportedby the National
ScienceFoundationundergrantsACI-9876895,EI1A-9975015,EIA-
9972889,ANI-9980203, the Departmentof Enegy underthe Sci-
DAC/ASCRprogram,andthe University of Tennesse€enterfor In-
formationTechnologyResearch.

(LoClI) Lab at the University of Tennessedas been
working to changethe view of storagein the network,
improving its performancendreliability. As such,The
LoCl Lab hasbeendemonstratinghe power of Logisti-
cal Networkingin distributedandwide-areasettings.

Logistical Networking takes the rather uncorven-
tional view that storagecan be usedto augmentdata
transmissionas part of a unified network resource
framawork, ratherthansimply beinganetwork-attached
resource. The adjective “logistical” is meantto evoke
an analogywith military and industrial networks for
themovementof materialwhichrequireshecoschedul-
ing of long haultransportationstoragedepotsandlocal
transportatiorascoordinateelement®f a singleinfras-
tructure[BMPO1].

Applications

Logistical File System

Logistical Tools

L-Bone | exNode

IBP

L ocal Access

Physical

Figurel: The Network StorageStack

Our designfor the useof network storagerevolves
aroundthe conceptof a Network Storage Stak (Fig-
urel). Its goalis to layer abstraction®f network stor
ageto allow storageesource$o bepartof thewide-area
network in an efficient, flexible, sharableand scalable



way. Its model,which achievesall thesegoalsfor data
transmissionjs the IP stack,andits guiding principle
hasbeento follow thetenetdaid out by End-to-Endar

gumentySRC84,RSC9§. Two fundamentaprinciples
of thislayeringarethateachlayershould(a) abstractthe
layersbeneattit in ameaningfulway, but (b) exposean
appropriateamountof its own resourceso that higher
layers may abstractthem meaningfully (see[BMPO1]

for moredetailonthis approach).

In this paperwe describethelower levels of the net-
work storagestack,anddemonstratéhe powerful func-
tionalitiesthat may be achieved underthis design. We
then focus on the performanceof storing and retriev-
ing files on storagedepotsin the wide-area.In particu-
lar, we storestripedandreplicatedfiles on 14 different
storageunitsin five localitiesaroundthe United States,
and measurghe datas availability andretrieval speed.
While thetestsaresmall,they show the effectivenesof
thedesign,anddemonstratéhe power of aggreationof
faulty storageunitsfor largerstorageneeds.

2 TheNetwork Storage Stack

In this section,we describethe middle threelayersof
the Network StorageStack. The bottomtwo layersare
simplythehardwareandoperatingsystermnayersof stor
age. The top two layers, while interesting,are future
functionalitiesto be built whenwe have have moreun-
derstandin@boutthe middlelayers.

21 IBP

Thelowestlevel of thenetwork accessiblestoragestack
is thelnternetBadkplaneProtocol(IBP). [PBB+01] IBP
is senerdaemorsoftwareandaclientlibrary thatallows
storageownersto inserttheir storageinto the network,
andto allow genericclientsto allocateandusethis stor
age. The unit of storageis a time-limited, append-only
byte-array With IBP, byte-arrayallocationis like a net-
work malloc() call —clientsrequestanallocationfrom a
specificlBP storagesener (or depo), andif successful,
arereturnedrios of cryptographicallysecureext strings
(called capabilitieg for reading,writing and manage-
ment. Capabilitiesmay be usedby ary clientin the net-
work, and may be passedtreely from client to client,
muchlike aURL.

IBP doesits job asa low-level layer in the storage
stack. It abstractsaway mary detailsof the underlying
physicalstoragdayers:blocksizes storagamedia,con-
trol software,etc. However, it alsoexposesmary details
of theunderlyingstoragesuchasnetwork location,net-
work transiencendthe ability to fail, sothatthesemay
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Figure2: ThelL-Bone

be abstractedmore effectively by higherlayersin the
stack.

2.2 ThelL-Boneand theexNode

While individual IBP allocationsmay be employed di-
rectly by applicationsor somebenefitfPBB+01], they,
like IP datagramspenefitfrom somehigherlayer ab-
stractions. The next layer containsthe L-Bone for re-
sourcediscovery andproximity resolution,andthe exN-
ode a datastructurefor aggreyation. Eachis defined
here.

The L-Bone (Logistical Backbone)is a distributed
runtime layer that allows clientsto perform IBP depot
discovery. IBP depotsregisterthemseleswith the L-
Bone, and clients may then query the L-Bone for de-
pots that have various characteristicsincluding mini-
mum storagecapacityand durationrequirementsand
basicproximity requirementskor example clientsmay
requesanorderedist of depotghatarecloseto a spec-
ified city, airport, US zipcode,or network host. Once
the client hasa list of IBP depots,shemay querythe
Network WeatherService(NWS) [WSH99 to provide
live performancemeasurementand forecastsand de-
cidehow bestto usethedepots.

Thus,while IBP givesclientsaccesdo remotestor
ageresourcesit hasno featurego aid the clientin fig-
uring out which storageresourceso emplgy. The L-
Bonesjob is to provide clientswith thosefeatures.As
of January2002,the L-Bone is composedf 21 depots
in the United Statesand Europe,servingroughly a ter
abyteof storageto Logistical Networking applications
(Figure2).

TheexNodeis is datastructurefor aggreyation,anal-
ogousto the Unix inode (Figure 3). Whereasthe in-
ode aggreyatesdisk blocks on a single disk volumeto
composea file, the exNode aggreyatesiBP byte-arrays
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Figure3: TheexNodein comparisorto the Unix inode

to composea logical entity like a file. Two major dif-

ferencedbetweenexNodesandinodesarethatthe IBP

buffersmaybe of ary size,andthe extentsmay overlap
and be replicated. For example, Figure 4 shaws three
exnodesstoringa 600-bytefile. Theleftmostonestores
all 600 byteson IBP depotA. The centerone hastwo

replicasof the file one eachon depotB anddepotC.

TherightmostexNodealsohastwo replicas but thefirst

replicais split into two segments,one on depotA and
oneondepotD, andthesecondeplicais splitinto three
segmentspneeachon depotsB, C, andD.

In the presentcontext, the key point aboutthe de-
sign of the exNodeis thatit allows usto createstorage
abstractionsvith strongerpropertiessuchasa network
file, which canbe layeredover IBP-basedstoragein a
way thatis completelyconsistentwith the exposedre-
sourceapproach.

Sinceour intentis to usethe exNodefile abstraction
in anumberof differentapplicationswe have choserto
expressthe exNode concretelyas an encodingof stor
ageresourcestypically IBP capabilitieslandassociated
metadatan XML. Like IBP capabilities,theseserial-
izationsmay be passedrom client to client, allowing a
greatdegreeof flexibility andsharingof network stor
age. The useof the exNode by varying applications
providesinteroperabilitysimilar to beingattachedo the
samenetwork file system.The exNode metadatas ca-
pableof expressinghefollowing relationshipdbetween
thefile it implementsandthestoragaesourceshatcon-
stitutethe datacomponenbf thefile's state:

e Theportionof thefile extentimplementedy apar
ticularresourcdstartingoffsetandendingoffsetin
bytes).

e The serviceattributesof eachconstituentstorage
resourcege.qg. reliability andperformancametrics,
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Figure4: SampleexNodesof a 600-bytefile with dif-
ferentreplicationstrategjies.

duration)

e Thetotal setof storageresourcesvhichimplement
thefile andtheir aggreyatingfunction (e.g. simple
union, parity storageschememore comple< cod-

ing).

L ogistical Tools

At thenext level of the Network StorageStackaretools
that performthe actualaggreationof network storage
resourcesysingthe lower layersof the Network Stack.
Thesetoolstake theform of clientlibrariesthatperform
basicfunctionalities,andstand-alongrogramsbuilt on
top of thelibraries.

Basicfunctionalitiesof thesetoolsare:

Upload: This takeslocal storage(e.g. a file, or mem-
ory), uploadsit into the network and returnsan
exNode for the upload. This upload may be pa-
rameterizedn avariety of ways. For example,the
clientmaypartitionthestoraganto multiple blocks
(i.e. stripeit) andtheseblocks may be replicated
on multiple IBP senersfor fault-toleranceand/or
proximity reasons.Moreover, the usermay spec-
ify proximity metricsfor the upload,sotheblocks
have a certainnetwork location.

Download: This takesanexNodeasinput, anddown-
loads a specifiedregion of the file that it repre-
sentsinto local storage. This involves coalescing



the replicatedfragmentsof thefile, andmustdeal
with thefactthatsomefragmentamay be closerto
the client thanothers,andsomemay not be avail-
able(dueto time limits, disk failures,andstandard
network failures). Download is written to check
andseeif the Network WeatherService[ WSH99|
is availablelocally to determinethe closestdepots.
If so,then NWS informationis employed to de-
terminethe downloadstrateyy: Thefile is broken
up into multiple extents,definedat eachsegment
boundary For example,the rightmostfile in Fig-
ure 4 will be broken into four extents— (0,199),
(200-299), (300-399), and (400-599). Then the
downloadproceedsy retrieving eachextentfrom
theclosestdepot.If theretrieval timesout,thenthe
next closestepotis tried, andsoon.

If the NWS is not available, then the download
looksfor static,albeitunoptimalmetricsfor deter

mining the downloadingstratgy. If desired,the
download may operatein a streamingfashion,so
thatthe client only hasto consumesmall, discrete
portionsof the file at atime. Currently the indi-

vidual retrievals are not threadedso that they may
occurin parallel. Adding this capabilityis future
work for the LoCl lab.

List: Much like the Unix Is command,this takes an
exNodeasinput andprovidesa long listing of the
storedfile’snameandsizeandmetadatabouteach
segment or fragmentof the file (individual IBP
capability sets)including offset, length, available
bandwidthandexpiration.

Refresh: This takes an exNode as input, and extends
timelimits of thelBP buffersthatcomposehefile.

Augment: This takes an exNode as input, addsmore
replica(s)to it (or to partsof it), andreturnsan
updatedexNode. Lik e upload, thesereplicasmay
have a specifiednetwork proximity.

Trim: This takes an exNode, deletesspecifiedfrag-
mentsandreturnsanen exNode. Theseragments
maybespecifiedndividually, or they maybespec-
ified to be thosethat represenexpired IBP allo-
cations. Additionally, the framentsmay be only
deletedfrom theexNode,andnotfrom IBP.

The Logistical Tools are much more powerful as
tools thanraw IBP capabilities,sincethey allow users
to aggreatenetwork storagefor variousreasons:

Capacity: Extremely large files may be made from
smallerIBP allocations.It fact,it is not hardto vi-
sualizefiles thataretensof gigabytesn size,split
up andscatteredroundthe network.

Striping: By breakingfilesinto smallpiecesthepieces
may be downloadedsimultaneoushfrom multiple
IBP depots,which may performmuchbetterthan
downloadingfrom a singlesource.

Replication for Caching: By storing files in multiple
locations the performancef downloadingmaybe
improvedby downloadingthe closestcopy.

Replication for Fault-Tolerance: By storing files in
multiple locations, the act of downloading may
succeedeven if mary of the copiesare unavail-
able. Further by breakingthe file up into blocks
andstoringerrorcorrectingblockscalculatedrom
the original blocks (basedon parity asin RAID
systems[CLGT94] or on Reed-Solomoncod-
ing [Pla97), downloadscanberobustto evenmore
comple failurescenarios.

Routing: For the purposesof scheduling,or perhaps
changingresourceconditions,augment andtrim
may be combinedto effect arouting of afile from
one network locationto another Firstit is aug-
mentedsothatit hasreplicasnearthedesiredoca-
tion, thenit is trimmedso that the old replicaare
deleted.

Therefore the Logistical Tools enableusersto store
dataasreplicatedandstripedfiles in thewide area.The
actualbestreplicationstrategyy — onethatachievesthe
bestcombinatiorof performancefault-coverageandre-
sourceefficiengy in the faceof changingnetwork con-
ditions — is a matterof future research.We view this
paperasa first steptowardthatgoal.

3 Testing Fault-Tolerance and Per-
formance

To testthe ability of the Logistical Toolsto toleratefail-
ures,andto testtheir performancen toleratingfailures,
we performedthree experiments,using a collection of
IBP depotsfrom theL-Bone.

3.1 Test 1. Availability of Capabilities in
an exNode

For thefirst test,we monitoredthe availability of aexN-
odefile overathreedayperiod.We storeda 10 MB file
into anexNodethathadfive replicas,eachreplicabeing
dividedinto two to nine fragments.Thesewere stored
on six machinesn Knoxville TN (UTK 1-6), threein
SanDiego, CA (UCSD1-3),threein SantaBarbaraCA
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Figure5: Test1: The exNode. Therearefive copiesof
the 10 MB file, partitionedinto 27 segmentsof differing
sizes.

(UCSB1-3),andonein CambridgeMA (Harvard). The
exactlayoutis shovn in Figure5.

We ranatestfrom UTK 1 overthreedayswherewe
checledtheavailability by callinglist ontheexNodeev-
ery 20 secondsln thattime, 16,189out of the 335,880
fragmentschecled were unavailableat the time of list-
ing, yielding anoverall sgmentavailability of 95.18%.
Individual sgmentavailability rangedfrom 60.51%to
100.00%,andis shavn in Figure6. Thefigure clearly
illustratesthat the resourcesvere available for a great
majority of thetime. However whenwe look at a snap-
shotof asinglelist, we seethatsometimesnultiple seg-
mentsareunavailable(Figure7).
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Figure6: Testl: Theavailability of eachsegmentfrom
UTK 1overthreedays testingevery20second$12,400
tests).

Thistestshavsthatalthoughindividual piecesof the
exNode have widely varying availabilities, the exNode

asawhole shouldachiere a high level of availability.

UNI X> xnd_l s datalOnb. xnd -b
datalOnb. xnd: datalOnb 10000000

Srwra 1 HARVARD 3333333 0 0.80 Jan 11 15:33:48 2002
2rwm UCSB- 1 2000000 0 0.67

Srwma UTK- 2 833333 0 88.47 Jan 11 15:41:47 2002
Srwma HARVARD 833333 0 0.80 Jan 11 15:45:41 2002
Srwma UTK- 2 5000000 0 88.47 Jan 11 15:52:41 2002
Srwa UTK- 5 833333 833333  76.60 Jan 11 15:41:47 2002
2rwm UCSB- 3 833333 833333 0.86

Srwa UTK- 6 833333 1666666  88.76 Jan 11 15:41:47 2002
Srwma ucspb- 3 833333 1666666 0.64 Jan 11 15:45:41 2002
Srwra UCSB- 2 2000000 2000000 0.67 Jan 11 15:35:54 2002
Srwma UTK- 3 833334 2499999 83.98 Jan 11 15:41:47 2002
Srwma UTK- 2 833334 2499999 88.47 Jan 11 15:45:41 2002

Srwma
2r wm
Srwma
2rwm
Srwra
Srwma
Srwa
Srwma
Srwma
Srwma 21
2r wm 22
Srwma 23
Srwma 24
Srwma 25
Srwma 26

UTK- 2 3333333 3333333 88.47 Jan 11 15:33:48 2002
UCSB- 1 1666666 3333333 0.67
ucsb- 1 1666666 3333333 0.64 Jan 11 15:48:25 2002
UCSB- 3 2000000 4000000 0.86
UCSB- 2 1666667 4999999 0.67 Jan 11 15:39:54 2002
Uucspb- 3 1666667 4999999 0.64 Jan 11 15:48:25 2002
UTK- 5 5000000 5000000 76.60 Jan 11 15:52:41 2002
Uucsh- 1 2000000 6000000 0.64 Jan 11 15:35:54 2002
UTK- 6 3333334 6666666  88.76 Jan 11 15:33:48 2002
UTK- 1 1111111 6666666 1467.61 Jan 11 15:41:09 2002
UCSB- 1 1666667 6666666 0.67
UTK- 2 1111111 77 88.47 Jan 11 15:41:09 2002
ucspb- 3 2000000 8000000 0.64 Jan 11 15:35:54 2002
UCSB- 2 1666667 8333333 0.67 Jan 11 15:51:24 2002
UTK- 5 1111112 8888888 76.60 Jan 11 15:41:09 2002
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Figure7: Test1: Outputfrom oneof thelist callsfrom
UTK 1. Eachline representa sgment. A (-1) in the
third columnindicatesthat the segmentis unavailable.
Numbersin the 7th columnare NWS bandwidthfore-
casts,andthe subsequentatesarethe byte-arrayexpi-
rationdates.

3.2 Test 2. Availability and Download
Timesto Multiple Sites

For this test,we storeda 3 MB file in anexNodewhich

againhad 5 copiesand eachcopy had multiple frag-
ments(Figures8). The samedepotsfrom Test1 were
usedwith theadditionof anodein Raleigh,NC (UNC).

At afive minuteinterval, we checledthe segmentavail-

ability by performinga list, andthenwe immediately
timed a download. This test was run from UTK 1

(Knoxville), UCSD 1 (SanDiego), andHarvard (Cam-
bridge)for athreeday period.

The availability plots arein Figures9, 10, and 11,
anddisplay someinterestingresults. Sincethe major
ity of sggmentsare at Tennesseewe expectto seethe
highestavailability numbersfrom UTK 1, and this is
the case. Similarly, we expectthe availability numbers
from UCSDto favor the Californiadepotshowever, in-
terestinglytherewere more network outagesrom San
Diegoto SantaBarbarathanfrom Knoxuville.

The mostsurprisingresultfrom Figure11lis thatthe
availability of Harvard segmentsis solow. Thereason
is thatthe Harvard IBP depotwentdown for a periodof
time duringthetests.The depothasautomaticrestartas
acron job, but duringthattime, noneof the testscould
getto theHarvardsegments.

Overall, the sggmentavailabilities were as follows:
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Figure8: Test2: The exNode. Therearefive copiesof
the 3 MB file, partitionedinto 21 seggmentsof differing
sizes.
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Figure9: Test2: Availability from UTK 1

94.54% from UTK 1, 90.93% from UCSD 1, and
93.42%from Harvard.

Outof 860downloads,UTK 1 had100%successe-
trieving the file. Sincethe exNode had two complete
copieson the UTK network, mostdownloadscould get
theentirefile withoutleaving the UTK campus Accord-
ingly, UTK 1 saw downloadstimes between0.82 and
18.61secondswith an averagedownloadtime of 1.29
secondsanda mediantime of 0.96 seconds.Figure 12
shavs the most commondownload path from UTK 1
— thedepotselectecht eachdecision-poinis shovnin
yellow. Whitelinesin themiddleof sggmentshav non-
obviousdecisionpointsof the download. As we would
expect,this pathshowvs all depotsfrom Tennessee.

Theresultsfrom UCSD1 weresimilarto UTK 1 with
someavhatslower downloadtimes.

In 857 attempts,this site also experienceda 100%
succesgate in downloadingthe file. UCSD’s down-
load timesreflectthe factthat mostof the exNodewas
storedoffsite. Downloadtimesranfrom 1.87t0 175.38
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Figurell: Test2: Availability from Harvard

secondswith an averageof 4.38 secondsanda median
of 2.63. The mostcommondownload path shows that
UCSD preferredthe UCSD depotsandthenUCSB de-
pots,(Figure13) aswould be expected.

Last, althoughHarvard had betteravailability num-
bersthanUCSD, it hadtheworstdownloadperformance
of all threetestsites:A rangeof 14.77to 96.87seconds
with an averagedownloadtime of 28.99anda median
of 27.92 seconds. This is becausehe majority of its
segmentscamefrom offsite.

Liketheothertests all of Harvard's downloadscom-
pleted. The mostcommondownload pathshavs it fa-
voring the Harvard segmentfor the first third of the
file and UNC for the secondthird (Figure 14). Inter-
estingly it downloadedthe last third from UC Santa
Barbararatherthan the significantly closer University
of Tennesseel_ooking at the bandwidthmeasurements
attheendof thetest,Harvardwasseeing0.73Mbits/sec
to UCSBandonly 0.58Mbits/secto UTK.

Clearly, thistestshows the benefitsof usingthe exN-
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Figure12: Test2: Most commondownload pathfrom
UTK
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Figure 13: Test2: Most commondownload pathfrom
UCSD

ode to improve fault-tolerance. The Logistical Tools

took advantageof the NWS bandwidth forecaststo

download from the sourcewith the highestforecasted
bandwidth which maximized throughput. Although

we did not measurelateng directly, the differences
in downloadtimesbetweenUTK, UCSD andHarvard

highlight the importanceof having at least one copy

of the exNodewithin the local network for bestperfor

mance And mostimportantly in over2,400downloads,
we couldalwaysretrieve thefile.

Test 3: Simulating Networ k Unavailability

For the third test,we wantedto testthe fault-tolerance
of theexNodewhenwe simulatechighlevelsof unavail-
ability. We usedthe exNodefrom test2, but we deleted
12 of the 21 byte-arraydrom their IBP depots;n order
to simulatea high level of resourcefailure (machineor
network). TheresultingexNode(Figure15) has33%to
67%of eachreplicaeliminated.

Evenwith the eliminatedsegments therearealways
at leasttwo possiblelocationsavailable for the down-
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Figure 14: Test2: Most commondownload pathfrom
Harvard
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Figure15: Test3: TheexNode. Now 12 of the 21 sey-
mentshave hadtheir IBP byte-arraysieleted.

loadtool to choosesoin the eventthatoneshouldfail,
evenif it werethecloserof thetwo, theotheris available
for acompleterecovery.

From UTK 1, we checled the availability andthen
downloadedthe file every two and half minutesover
three days. Similar to test two, we sav individual
fragmentavailability vary from 48.24%to 100%, (Fig-
ure 16). On average,Test3 experiencedd2.93%seay-
mentavailability.

Usingthis restrictedexNode,we wereableto down-
loadthefile 1,150timesbeforewe experienceda down-
loadfailure. Outof the 1,225total tests,only thelast 75
downloadsfailed. The first sixth of the file was avail-
ableonly from UCSB 3 andHarvard, which coinciden-
tally hadthe worst availabilities (93.88%and 48.24%,
respectiely) of the nine sgments. Accordingly, it is
reasonabléo expectfailed downloadsof this segment.

The successfuldownload times ran from 3.85 to
36.24 seconds. The averagedownload time was 6.49
secondsand the mediantime was 6.03 seconds. The
longertimesaredueto thefactthatthefirst sixth of the
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Figure16: Test3: Availability from UTK 1

file hadto comefrom California. We displaythe most
commondownloadpathin Figurel7.
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This test raisesthe questionof how much replica-
tion is enough.In Test2, we sav thatan exNode with
five replicasyieldeda 100%retrieval rate. Test3 em-
ployedtwo replicaswhich allowedfor almosta 93%re-
trieval rate. Ideally, we could alwaysusea high num-
ber of replica, but in reality, resourcesare alwayslim-
ited. Finding the balancingpoint betweenthe number
of replicafor greaterretrievability versusconservinge-
sourceswill needto bestudied.

Conclusions and Future Work

In this paper we have describedour designof a Net-
work StorageStack,which providesabstractionanda
methodologyfor applicationgo make useof storageas
anetwork resource Oneresultof this designis theabil-
ity to storedatain afault-tolerantway onthewide-area
network. Thiswork is differentfrom work in distributed
file systems(e.g. Coda[SKK*9(], Jade[RP9]3 and

Bayou[TTP*+95]) in its freedomfrom the storages un-
derlyingoperatingsystem(IBP workson Linux, Solaris,
AIX, Mac OS X, andWindows), andits crossingof ad-
ministratve domains.

The software for IBP, the L-Bone, the exNode and
thelogistical toolsis all publicly availableand may be
retrievedatht t p: / /1 oci . ¢s. ut k. edu. TheLoCl
lab is especiallyinterestedin attractingmore L-Bone
participantswith the hopethatthe L-Bone cangrow to
overapetabyteof publicallyaccessibl@etwork storage.

While the work detailedin this paperdemonstrates
the effectivenessof the methodologyand software, it
also motivatesthe needfor researchon stratgies for
replicationandrouting. For example, Test2 shavs an
exNode with an excessof replication, whereasTest 3
shavs one with too little replication. We view the
decision-makingof how to replicate,stripe, and route
filesasfalling into therealmof schedulingesearchand
it is work thatwe will addressn thefuture.

To furtherimprove fault-toleranceausingthe Logisti-
cal Tools, we intendto investigatethe addition of cod-
ing blocksassupportecentitiesin exNodes. For exam-
ple, with parity codingblocks, we canequipthe exN-
odeswith theability to useRAID technique§CLG94]
to perform fault-tolerantdownloadswithout requiring
full replication. To reducestorageneedsfurther, Reed-
Solomoncodingmay be employed aswell [Pla97. Fi-
nally, we alsointendto addchecksumgsexNodemeta-
dataso that end-to-endyuaranteesnay be madeabout
theintegrity of the datastoredin IBP. All of theseaddi-
tionsarefuturework for the LoCl lab.

Althoughnotdirectly afault-tolerancaessue we will
be addingmoresecurityfeatureso the exNodeandthe
Logistical Tools. Currently the datastoredin IBP de-
potsarestoredin the clear In the future, exNodeswill
allow multiple typesof encryptionso that unencrypted
data doesnot have to travel over the network, or be
storedby IBP seners.
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