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Abstract—This paper describes an online dynamic security
assessment scheme for large-scale interconnected power systems
using phasor measurements and decision trees. The scheme builds
and periodically updates decision trees offline to decide critical
attributes as security indicators. Decision trees provide online
security assessment and preventive control guidelines based on
real-time measurements of the indicators from phasor measure-
ment units. The scheme uses a new classification method involving
each whole path of a decision tree instead of only classification
results at terminal nodes to provide more reliable security assess-
ment results for changes in system conditions. The approaches
developed are tested on a 2100-bus, 2600-line, 240-generator
operational model of the Entergy system. The test results demon-
strate that the proposed scheme is able to identify key security
indicators and give reliable and accurate online dynamic security
predictions.

Index Terms—Decision trees, online dynamic security as-
sessment, phasor measurements, preventive control, transient
stability.

NOMENCLATURE
A_X_Y Voltage phase angle of bus X minus that of bus Y.
CA Critical attribute.
c(i]j)  Cost for misclassifying a class j case as class i.
CR!* DT correctness rate for classifying class ¢ cases.
CSR Critical splitting rule.
DT Decision tree.
FB Faulted bus.
ocC Operating condition.
PMU  Phasor measurement unit.
P XY MW-flow from bus X to bus Y.
Rts DT misclassification cost.
AR  Standard error estimate for R,
S Insecurity score for a path.
Swnr Upper limit of S. S > Sj; means an insecure path.
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I. INTRODUCTION

IDE AREA measurements (WAMS) using synchronized
thasor measurement units (PMUs) are being extensively
adopted across the North American interconnection to monitor
power systems. PMU-based measurements are extensively used
in the WECC for a wide range of applications including situa-
tional awareness for operational decision making. A number of
novel applications that utilize measurements from PMUs to de-
termine small signal oscillatory modes, model parameter identi-
fication, and post scenario system analysis have also been devel-
oped [1]-[10]. With the initiation of the Eastern Interconnection
Phasor Project (EIPP) [11], [12] new opportunities have arisen
to incorporate measurements from PMUs in real time analysis to
evaluate system dynamic performance. Recent efforts involving
the use of PMU measurements for voltage stability analysis and
monitoring power system dynamic behavior have been devel-
oped [13]-[18].

This paper presents an approach to online dynamic security
assessment using PMU measurements. The technique is devel-
oped using the operational model of the Entergy system. En-
tergy is one of the companies involved in the EIPP effort. Its op-
erational model includes 2100-buses, 2600-lines, and 240-gen-
erators. Based on the load forecast and information regarding
component availability, Entergy has the capability to provide an
accurate representation of the online system for a 24-h horizon.
This includes the network power flow database and the associ-
ated dynamic data and modeling specification needed to conduct
detailed time-domain (T-D) simulations. The proposed scheme
is developed in three stages.

1) For the 24-h horizon online system data, a series of op-
erating conditions representing the projected variation in
daily load together with the unit commitment-based gen-
eration pattern are obtained using power flows. Exhaustive
T-D simulations for “n — 1” contingencies and probable
“n—k” contingencies are conducted on the generated cases
and stored in a database.

2) A decision tree (DT) is then trained using the database ob-
tained. The DT is used to identify critical attributes (CAs)
from system parameters that characterize the system dy-
namic performance and evaluate their thresholds that result
in insecurity.

3) These CAs serve as the measurements to be made using
PMUs. For contingencies analyzed, the real time measure-
ments are compared to their thresholds stored in the DT
to determine related paths and terminal nodes. An insecu-
rity score is calculated for each path. If any score exceeds
a preset limit and the associated contingencies have high
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Fig. 1. Simple 5-node DT example.

probabilities of occurrence, appropriate preventive control
can be designed and armed.

The subject of online dynamic security assessment by ma-
chine learning techniques has been addressed in [19]-[27]. In
these previous attempts, DTs have been generated offline to
identify CAs that accurately characterize system security. Po-
tential insecurity is then identified by simply observing these
CAs using traditional SCADA-based data which is not neces-
sarily synchronized across the system. The application of wide-
area-based PMU measurements allows the synchronized moni-
toring of the CAs and their variation with changing system con-
ditions. Most previous efforts make security predictions based
on the security classes assigned to the terminal nodes. This is
based on the assumption that the attributes and their thresholds
decided by training data are always valid and accurate. How-
ever, if some unpredictable system conditions occur, the training
data, and the CAs or thresholds may lack validity. As a result,
the terminal nodes, which are sensitive to CAs and their thresh-
olds, will also be unreliable. The scheme proposed in this paper
can give more reliable security predictions based not only on the
terminal nodes but all nodes of the related paths of the DTs.

The rest of this paper is organized as follows. Section II in-
troduces the DT technique used in this scheme; Section III de-
scribes the details of the scheme proposed; Entergy’s online case
is analyzed in Section IV to show the scheme’s performance; fi-
nally, conclusions are provided in Section V.

II. DECISION TREES

The DTs developed in the proposed scheme are all classifi-
cation trees of the classification and regression trees (CART)
methodology introduced by Breiman et al. [28]. As shown in
Fig. 1, a DT can predict the classification (e.g., “secure” or “in-
secure”) of an object. The object is represented by a vector com-
prising of the values of a group of critical attributes (CAs, e.g.,
A and B in Fig. 1). The classification process consists of drop-
ping the vector of CAs down the DT starting at the root node
until a terminal node is reached along a path, the class assigned
to which is the classification result. At each inner (nonterminal)
node, a question (i.e., a splitting rule) concerning a CA is asked
to decide which child node the vector should drop into. For nu-
merical variable A, the question compares it with a threshold;
for categorical variable B, the question checks whether it be-
longs to a specified set.

A DT s built from a learning set and a test set. Each of their el-
ements (i.e., cases) consists of a classification and a vector com-
prising of the values of a group of CA candidates (called “pre-
dictors”). The building process initially grows a maximal (i.e.,
large enough) tree by recursively splitting a set of learning cases
(i.e., a parent node) into two purer subsets (i.e., two new child
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nodes). To achieve each split, all possible splitting rules related
to predictors are scored by how well different classes of cases
in the parent node are separated. Here, the score is calculated by
the GINI rule [28]. The splitting rule with the highest score is
selected and called a “critical splitting rule” (CSR). The other
splitting rules are called “competitors”. Some splitting rules that
can completely mimic the action of the CSR are called “surro-
gates”. A competitor with the same improvement score as that of
the CSR can generate an equivalently good split and a surrogate
can generate exactly the same split as the CSR. The maximal
tree is then pruned to generate a series of smaller DTs. The test
set is used to test their performance. A commonly used index is
the misclassification cost, which is calculated using

1 .
= v 2 <lili) - N (1)

i3

Rts

where N is the number of test cases, c¢(i]7) is the cost of mis-
classifying a class j case as a class + case. ijs is the number
of the class j cases whose predicted class is . To avoid missing
insecure cases in online security assessment, the cost of mis-
classifying an insecure case as “secure” is often larger than that
of misclassifying a secure case. The correctness rate for classi-
fying class i cases is denoted by CR%*

CR}® = N}f/N!® x 100% )

where N!® is the number of class i test cases. For a sufficient
number of test cases, a smaller R** generally corresponds to a
better DT. If statistical errors are considered, the standard error
estimate for Rt® (denoted by A R?®) is calculated by

AR = [Rts(l _ Rts)/Nt8]1/2.

3)
Two DTs whose cost difference is smaller than the standard
error estimate of either one have almost equal performance. Fi-
nally, from the series of DTs generated, the best DT could be se-
lected based on either of the following criteria: the DT with the
minimal R* (denoted by R!$) or the smallest-sized DT whose
cost is within R’ + AR, The approach used in this paper se-
lects the DT with the minimal R*S.

III. PROPOSED SCHEME

A flowchart describing the DT-based online security assess-
ment scheme is given in Fig. 2. Details of the scheme are intro-
duced and then some related issues are discussed.

A. DT-Based Online Security Assessment Scheme

The scheme consists of three stages:

1) Offline DT Building: This stage is executed offline to gen-
erate a database of cases and build a DT for a 24-h horizon. Ini-
tially, Noc prospective operating conditions (OCs) in the next
24 h are obtained from short-term load forecast and unit com-
mitment programs to sufficiently reflect prospective power flow
profiles and network topologies. N¢ contingencies based on
types, locations, fault duration, etc., are either assumed widely
in the power system or selected by the operator from a history
of critical contingencies and the OCs represented by the cases
analyzed. For each OC, detailed T-D simulations of all the N¢
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Fig. 2. DT-based online security assessment scheme.

contingencies are executed. Specified security criteria dealing
with transient stability, transient voltage dip, transient frequen-
cies, and damping ratios are then checked to determine the se-
curity classification for each case. The classifications may be
binary, i.e., “secure” (if no criterion is violated) and “insecure”
(otherwise) or multiple, e.g., “transient instability,” “insufficient
damping,” “voltage insecurity,” and “frequency insecurity”” with
different priorities assigned to criteria. Thus, the class of an in-
secure case is determined by the criterion with the highest pri-
ority. Finally, a database of N X Noc cases each including a
security classification and a vector of predictor values is gener-
ated and further divided into a learning set and a test set.

Then, a group of predictors is selected from either fault-de-
pendent variables, e.g., the fault type and location, or fault-inde-
pendent variables, e.g., bus voltage angles, MW transfers across
lines or interfaces, outputs of generators, etc. Some predictors
critical to the system’s security are screened out as CAs to form
CSRs of the DT. Fault-independent CSRs are particularly of in-
terest because they define the insecure regions in the space of the
fault-independent CAs, where the current OC can be located.
To exactly determine the location of the OC, it is generally nec-
essary to obtain accurately synchronized values of fault-inde-
pendent CAs. A number of PMUs have been installed in many
power systems and provide accurately synchronized measure-
ments of frequently changing parameters typically including the
voltages of the buses where they are installed and the currents
and power flows of the branches connected to the bus. If imped-
ances of the branches are constant, then voltage angles of the
other ends of the branches can also be acquired. Thus, the syn-
chronized measurements from PMUs are good candidates for
fault-independent predictors. In addition, predictors can be se-
lected from the parameters monitored by the SCADA system if
they change infrequently, e.g., outputs of generators. In this case
the measurements obtained may not be synchronized.
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Then, classification tree algorithms build a DT from the
learning and test sets. CAs and CSRs are decided from all
predictors and are stored in each inner node. The DT built could
be two-class (“insecure” or “secure”) or contain K + 1 classes
if K insecure classes are concerned. If storage space allows,
even K two-class DTs could be built at the same time, each of
which focuses on one type of insecurity.

2) Periodic OC Prediction and DT Updating: The time
horizon is divided into periods of equal length (typically,
several minutes to tens of minutes), depending on the speed of
computers used. The DT update is executed for each period to
predict the performance of the DT for the upcoming period and
rebuild a new DT if necessary.

Prospective OCs in the next period can be predicted using
a short-term load forecast and the associated unit commitment
rules. If the prospective OCs are close to any of the Noc OCs
already considered, the DT will remain unchanged until the next
period. If new OCs appear the DT may not perform well. Thus,
the N contingencies will be simulated again at the new OCs
to generate new cases, which are used to test the existing DT. If
its performance is still satisfactory the DT remains frozen until
the next period in the time horizon. Otherwise, the new cases
together with the old are used to build a new DT.

The speed of building a DT from scratch is illustrated as fol-
lows. For the case studied in the next section, 280 “n — 1” con-
tingencies are considered for 56 OCs of the operational repre-
sentation of the Entergy system. Thus, 15680 simulations are
needed. Using a PC with a single Pentium 4 3.4-GHz CPU, each
simulation takes 5~10 s and the 280 simulations for each OC
are completed within 50 min. Since all simulations are inde-
pendent, they can be executed on a system with multiple par-
allel CPUs to accelerate the computation time. Finally, CART’s
growing and pruning processes are extremely fast (a few sec-
onds) such that an iterative DT building procedure may be de-
signed to quickly generate a better DT from the simulation re-
sults. Comparatively, updating an existing DT takes much less
time since it just executes simulations for new OCs and then
builds a new DT from the updated database. When parallel pro-
cessors are used, it is possible to finish the DT update within sev-
eral minutes or even faster. The scheme continuously updates
the DT to avoid missing any significant OC change in terms of
the power flow pattern or the network topology.

3) Online Security Assessment: In real time, the control
center obtains synchronized measurements of fault-independent
CAs to perform dynamic security assessment for either one or
a group of contingencies. To consider a general case, assume
that N/, (1 < N/ < N¢) contingencies are considered. The
following procedure can predict security and give guidelines
for preventive control.

i) Deciding a sub tree only for the N/, contingencies:
Prune all branches of the DT that do not correspond to the
fault-dependent CAs already known (if any) to produce a more
compact tree (denoted by DT”) dealing with only the N/, con-
tingencies. Specially, when N/, = N¢, no branch is removed.

ii) Dynamic security assessment: Unlike the traditional
DT classification methods, which are based only on the classifi-
cation result given by a terminal node, the scheme proposed in
this paper employs a paths-based method, which scores insecu-
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rity for each associated path and then gives a classification result
based on the path’s insecurity score. The new method can give
more reliable assessment results against perturbations of OCs.
The synchronized measurements of fault-independent CAs are
dropped down DT to determine all associated paths as well as
terminal nodes. An overall insecurity score S is calculated for
each path by (4)

K L L K
S:Z()\j-Zwi~pi]~)/ Zwi'Z)\j . (4)
Jj=1 i=1 i=1 j=1

The calculation may be based on all the cases in the database,
only the learning set, or only the test set. K is the number of
insecure classes and L is the node number of the path. p;; is the
percentage of the cases of the jth insecure class in node %, and
w; and A; are respectively the weights assigned to the node 4
and the jth insecure class. The scores of all paths count in wy,
the weight of the root node. Hence, it is reasonable to always let
w1 = 0. Numerically, S reflects a weighted average percentage
of insecure cases in each node of the path. The weight A; can be
increased if the jth insecure class is of more concern with regard
to system performance. Weight w; shows how much node ¢ of
the path can contribute to security assessment. The following
situations arise.

1) If the probability of occurrence of an unpredicted OC in
the next period can be negligible, or in other words, the
database is sufficient, then all CSRs can reliably result in
a credible classification result at the terminal node. Thus,
the terminal node should be assigned a dominant weight
wr, to make good use of its classification result. In fact,
the methods based only on terminal nodes are just special
cases of the new method and always let wy ~ wr_1 = 0,
and wy, = 1 to completely trust the classification result of
the terminal node.

2) Otherwise, thresholds of some fault-independent CAs may
become unsuitable for an unpredicted OC or fault-depen-
dent CSRs may become incorrect. As a result, the clas-
sification result at each terminal node is not credible for
unpredicted cases. However, a path as a whole is compar-
atively fixed because even if few CSRs become invalid,
other CSRs can still work. To set proper ws ~ wr, either
of the following approaches could be considered.

* Set a uniform weight w; for the ith node of every path
and consider increasing the weights of the nodes closer
to the root to increase reliability of the DT.

* Simply let w; (¢ > 1) be the number of the learning
cases in node ¢ due to the consideration that the nodes
with more cases are more important.

An upper limit Sy is then set for all scores. Any score ex-

ceeding Sj; means an insecure path. If no scores exceed

S, the system will credibly maintain security after any

of the N, contingencies and even some similar contingen-

cies; otherwise, preventive control is needed. In fact, when

a DT has been built, the new method endows it with self-

adaptability under nondeterministic conditions by using

wo ~ wy, and Sj; to reasonably emphasize a portion (e.g.,

a sub-tree containing the root node) in it. The choice of op-

timal values of wy ~ wy, and Sy; will be dealt with in fu-
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ture studies. Basically, a higher accuracy for insecure cases
comes with a lower Sj; and the nodes closer to the root
need higher weights when perturbations of OCs increase.
In Section IV-C, wy ~ wy, are set by the second approach
above and S} is simply selected at an apparent boundary
between low and high insecurity scores.
iii) Preventive control: Preventive control needs to be de-
signed for each path with a score higher than Sj;. For the path,
the criticality of an insecure class 7 can be estimated by

L
Cj = /\j . Zwi * Dij- (5)
=1

Without loss of generality, the preventive control for only the in-
secure class maximizing c; is discussed. In the path, the nodes
with big values of w;p;; are important factors causing the high
insecurity score, so the CSRs at their parent nodes also indicate
reasonable directions for preventive control. For example, if a
node maximizing w;p;; satisfies “measurement X > 0” (i.e.,
the CSR at its parent node), “X” will be a key CA and the pre-
ventive control measure making X < 0 will most probably suc-
ceed. However, to design an approach directly adjusting a key
CA like X towards the desired direction does not necessarily
improve security since a new OC may be created after preven-
tive control. Only when this OC is still credibly covered by the
database, the key CA will continue acting as a good security
indicator. An approach to consider is to control the system to-
wards an OC known by the database. Further simulations for the
OC caused by preventive control will be necessary to verify the
impact of the control.

B. Building a Better DT by Adjusting Penalties of Predictors

Both fault independent and dependent CAs are used in the
DT. Sometimes, the former are preferable since they are mea-
surable and partially controllable. For the purpose of security
analysis, it may be important to separate or order their use,
e.g., using the latter before the former to first identify insecure
areas of the system, or alternatively, using the former before
the latter to identify insecure regions in the measurement space
and design preventive control. Either approach can be used by
assigning appropriate penalties between 0 and 1 to fault inde-
pendent or dependent predictors to reduce their improvement
scores. A penalty of 0 and 1 respectively means “no limitation
on using” and “not using” the predictor. The higher the penalty
a predictor has, the later it is used in the DT. Based on this rea-
soning, the following procedure is used to build a good DT using
fault-dependent CSRs after fault-independent ones by adjusting
the penalties of fault-dependent predictors.

Procedure-1:

1) Assign each fault-dependent predictor a penalty p = pin-

2) Generate a series of DTs by CART’s growing and pruning
processes and select the best DT. The “best DT” is selected
based on either of the two criteria mentioned in Section II.
For each of its paths with fault-dependent CSRs, treat the
child nodes that the fault-dependent CSR closest to the
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(@)
Fig. 3. Operating zones in (a) the Entergy system and (b) the Amite South area.

root node produces as terminal nodes, i.e., prune all nodes
succeeding them. Thus, a DT using fault-dependent CSRs
at only the last splits is generated and stored.

3) Letp = p+ Apif p > pmax, give the best DT from all
DTs stored and end the procedure; otherwise, go to 2).

Heuristic seeking techniques could be applied to find a good
measure of penalty more quickly. Similar procedures could be
designed to generate a DT meeting other requirements.

Another approach to build DTs is to only select predictors
from critical variables, e.g., plant generation outputs of critical
plants, power flows of critical interfaces or transmission lines,
and phase angle differences between critical buses. In this case,
CART’s DT building algorithm cannot guarantee building an
optimal DT. At each step of DT growing, i.e., splitting a node,
the algorithm simply seeks the CSR best separating cases of dif-
ferent classes only for this node but does not make any predic-
tion on how the split caused by the CSR will affect the trend
of future DT growing. Simulations have shown that replacing a
CSR by a slightly inferior competitor totally changes the nature
of future DT growing. In fact, finding an optimal DT based on
certain predictors is a complicated problem, which results in an
exponentially explosive search space in terms of numerous pre-
dictor combinations. However, the following Procedure-2 can
quickly find a better DT by recursively executing CART’s DT
building algorithm.

Procedure-2:

1) Select a group of reasonable predictors and build a DT.
Let: = 1.

2) For the CSRs of all nodes at the ¢th level starting from the
root node, check their nonsurrogate competitors.
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3) If a CSR at a node has a good nonsurrogate competitor

whose improvement score is larger than v times (e.g.,

v = 0.9) of its score, then assign its associated predictor

the minimum penalty making the new DT use the

competitor instead of the old CSR at that node. The value

of the “minimum penalty” is easily determined by simple

tests. Then, go to step 5).

If no such good nonsurrogate competitor exists at the sth

level, go to step 6).

If the new DT built in step 3) is better than the old DT,

replace the old DT by the new DT and go to step 2).

6) If no inner node is below the ith level, then end the
procedure; otherwise, let 2 = ¢ + 1 and go to step 2).

4)

5)

In the procedure, each DT is built by either CART’s algorithm or
a modified algorithm like Procedure-1 to meet the requirements
specified.

IV. CASE STUDY

The scheme proposed in this paper is tested on the En-
tergy system operational model with about 240-generators,
2000-buses and 2100-lines. Based on past operating practices
at Entergy, the Entergy network shown in Fig. 3(a) is divided
into five operating areas. Separate DTs are required for each of
these areas. The network topology, the system conditions for
peak and minimum load, and the dynamic data are considered
on a day-ahead basis for a 24-h period for July 19, 2006. A
credible stressed condition with a 500-kV transmission line
(connecting the WOTAB area and the Amite South area) from
Wells to Webre being out of service, as indicated by “X” in
Fig. 3(a) and (b), was analyzed. Using this as a starting point
and knowing the daily variation in load pattern, power flow
solutions are obtained at 56 OCs derived from different load
assumptions based on the unit commitment data. The DTs
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could be rebuilt every 24 h and updated at the beginning of
every short period (several minutes to an hour) or when a
significant topology change occurs or the operator envisions a
change to be analyzed.

In the analysis shown in this paper, the results for the DT gen-
erated for the Amite South area [shown in detail in Fig. 3(b)] are
shown. This critical area with 54-generators, around 400-buses
and about 430-lines includes the city of New Orleans which is
a major load center. T-D simulations using Powertech Lab’s
TSAT software [29] are conducted for all the 56 OCs by consid-
ering, all “n — 1” three-phase faults followed with line clearing
on all 230-kV buses and above only in this area to generate a
database of cases. Other contingencies, e.g., “n — k,” based on
operator experience may also be included in the database if nec-
essary. By respectively considering future location of PMUs and
existing PMUs, two groups of predictors are selected. From each
group DTs are built on a day-ahead basis using the CART soft-
ware developed by Salford Systems [30] for evaluating transient
insecurity conditions and low damping problems. It is found that
the DTs especially those built based on future PMU locations
reach very high prediction accuracies for prospective OCs on
July 19, 2006. For the purpose of verifying their prediction reli-
ability against OC perturbations, they are then tested on the OCs
observed on July 26 (a week apart) with the same “n — 1" faults.

A. Database of Cases

Based on the peak-load (26600 MW) and minimum-load
(17 819 MW) power flow profiles for July 19, 2006, 56 typical
OCs (Noc = 56) are obtained. The following “n — 1” contin-
gencies in the Amite South area were analyzed for each OC.

1) Three-phase faults at both ends of all 500-kV lines with a

clearing time of five cycles.

2) Three-phase faults at both ends of all 230-kV lines with a
clearing time of six cycles.

As a result, there are totally 280 (N¢) contingencies and 280 x
56 = 15680 cases for the 56 OCs. Each case is simulated in
TSAT and the following two security criteria are respectively
checked for transient instability and low damping problems.

1) Transient stability criterion: after the contingency is
cleared the system’s transient stability margin is greater
than 5% and the duration for any bus voltage going
out of the range 0.70 ~ 1.20 pu is less than 20 cycles.
Here, the stability margin is estimated by TSAT’s power
swing-based algorithm [29].

2) Low damping criterion: Entergy requires the damping ratio
to be >3%. This criterion is applied to the interarea oscilla-
tion modes of generator rotor angles (the frequency range
is 0.25 ~ 1.0 Hz and amplitudes > 5°).

Overall, 355 (2.3%) cases violate the transient stability criterion
and 2501 (16.0%) cases violate the low damping criterion.

B. DT Performance

Entergy has placed nine PMUs to monitor critical interfaces
and to obtain a good visibility of the system. The Amite South
area has three PMUs at buses “WF2” and “FP2” [encircled in
Fig. 3(b)]. The PMUs measure bus voltages and currents of the
lines indicated as follows.

1) Bus “WF2” looking at line to bus “NM2.”

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 22, NO. 4, NOVEMBER 2007

TABLE I
PERFORMANCE PARAMETERS OF DTS
DTs Size RHAR™ CR* (%) CR{(%)
DT%, 31 0.100+0.005  97.9 91.0
DT, 31 0.113+0.006  96.7 91.1
DT, 25 0.11510.006  96.7 90.9
DT", 17 0.070+£0.005 973 95.5
DTY, 17 0.072+0.005 973 95.3
04 0
0.35 95
“ CR® %
['4
‘%: 025 CR;S §
02 RIS+ AR!S %
o
0.15
o 0.1 0.2 03 04 05

Fig. 4. Example of Procedure-I.

2) Bus “WF2” looking at bus “WF5.”

3) Bus “FP2” looking at bus “FP5.”

Thus, voltage phase angles of the above five buses and
MW-flows of the three branches can be obtained by the three
PMUs. In order to seek better security indicators and locations
of PMUs, it is assumed that candidate PMUs are also installed
at the other 500-kV buses in the area and monitor flows on
13 branches. Thus, a total of 16 branches and 13 buses are
measured. Consider the following two groups of predictors.

Group-1 (from candidate PMUs).

1) The name of the faulted bus (denoted by FB).

2) MW-flows of the 16 branches (each denoted by P_X_Y,
i.e., the MW-flow from bus X to bus Y).

3) Angle differences between voltage phase angles of 13
buses (each denoted by A_X_Y, i.e., the voltage phase
angle of bus X minus that of bus Y).

Group-2 (from existing PMUs): Respectively replace the
above 16 branches and 13 buses by the three branches and five
buses currently being monitored using PMUs.

For each group of predictors (e.g., Group-i), two 2-class
of DTs, denoted by DT?® and DTS® respectively, were built
for insecurities in terms of the transient stability criterion and
low damping criteria. Each DT classifies the cases violating
the corresponding criterion as “insecure” (I) and regards the
remaining cases as “secure” (S). Randomly select 20% of the
cases to form the test set and let the remaining cases form the
learning set. To ensure an acceptable balance between CR%
and CRY and also a higher weight on misclassifying the I
cases, ¢(1|S)/c(S|I), respectively, equals 40 and 7.5 for DT
and DT7®. Performance parameters of the four DTs are given
in Table I. DT7® and DT’ are built using FB only at the last
splits by Procedure-2 embedded with Procedure-1 at its first
step. ¥ = 0.9, prin = 0, pmax = 1, and Ap = 0.025. Fig. 4
illustrates how the penalty p affects the resulting DT the first
time Procedure-1 is executed during the D'TT® building process.
The dashed lines depict R*® & AR'; 41 DTs using FB at the
last splits are built. Their misclassification costs (R?®) and
correctness rates (CRY* and CRY) are evaluated. The DT with
p = 0.975 minimizes R** and has R*+ AR = 0.11540.006,
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Fig. 6. Nomograms from DT5®.

CRY = 95.9% and CRY = 92.1%. DT}’ is finally generated
as shown in Fig. 5, where “A”~“0” are the serial numbers
of the inner nodes, “1”°~“16” are the serial numbers of the
terminal nodes, and “S1”~“S6” are FB sets. The size of each
FB set is given in parentheses, and all the class histograms,
case numbers, and accuracy percentages are provided for
the learning cases. DT7 has four fault-independent CAs:
P_WF5_WF2(=P_WG5_WF5), P_WF2_NM2, P_ WGS5_CLS5,
and P_MKS5_CLS5, which belong to a key power transmission
path critical to the low damping problem in the system: buses
“NM2” — “WEF2” — “WF5” — “WG5” — “CL5” — “MK5.”
From DT?, the space of the four fault-independent CAs, can
be partitioned into ten regions each corresponding to a node
that cannot be further split by a fault-independent CSR. For the
convenience of analysis, Fig. 6 uses three 2-D nomograms to
depict the space and its regions. In each region, the percentage
of insecure cases and the serial number of the corresponding
node are indicated. Fig. 6(b) and (c), respectively, continues to
partition the regions K and D of Fig. 6(a) into smaller regions
corresponding to their child nodes. By means of the nomograms
like Fig. 6 together with the FB sets given by the terminal nodes
of the DT, the security of an OC can be obtained if its location

FBcS4(107) FBesqs)  FBeS509)  Fmesses)

0 Chss = 71 Class= 1| [1ZClss =5 |[is Class=1
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N=192 N=26 N=552 N=1696
(|

in the space is determined by synchronized phasor measure-
ments. Compared with DT5®, DTS’ only uses P_WF5_WF2
and P_WF2_NM2 (from existing PMUs) as fault-independent
CAs.

DT{® and DTS are built without the limitation on using
FB as a predictor. The fault-independent CAs of DT} are
P_WF5_WF2, P_WF2_NM2, and P_WG5_CLS5, which also
belong to the key power transmission path mentioned above.
DTY has the exactly same structure as DTS except that
P_WG5_CLS is replaced by P_WF2_NM?2.

The above four DTs only use MW-flows as fault-indepen-
dent CAs due to the fact that the MW-flows on that key trans-
mission path are most critical to system security after contin-
gencies occur in the Amite South area. However, that is not a
general case. Another DT, denoted by DTS, is built for the low
damping criteria from Group-1 as shown in Fig. 7. The fault-in-
dependent CAs it picks up are A_WGS5_FP5, A_CL5_WBS5,
A_WG5_BGS5, A_FP5_WEF2, and A_MKS5_FP5, which are dif-
ferences between the voltage phase angles of some key buses
as shown in Fig. 3(b). The performance of DT?%, as given in
Table I, is worse than that of DT7°.

It needs to be pointed out that irrespective of whether phase
angles are involved in the final DT, accurately synchronized
values of fault-independent CAs are necessary to precisely de-
termine the current OCs location relative to the insecure re-
gions as shown by the nomograms in Fig. 6. Unlike PMUs, the
SCADA system or state estimators cannot synchronously mea-
sure all the fault independent CAs, so they may not accurately
determine the locus and location of the OC. Especially when
some fault independent CAs change sharply to make the OC
approach the boundary of an insecure region, that may not be
detected in a timely manner by the SCADA system and state es-
timators.

In terms of R** and AR, DT!® and DT perform equally
well. DTF® is better than DT, If necessary, a new PMU
could be installed at bus “CL5” to provide measurements
of P_MK5_CL5 and P_WG5_CLS5. The above performance




1942

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 22, NO. 4, NOVEMBER 2007

Class = |
Class Cases %
| S 2015 16.1
— s 10529850
N= 12544
A_WGS5_FP5<3.4 A_WG5_FP5>3.4
Class = | Class =S
Class Cases % Class Cases
| 2012 374 3
S 3370 62.6
N=5382
A_CL5_WB5<-2.0 A_CL5_WB5>-2.0
Class = | Class = |
Class Cases % Class Cases %
1 1739 481 73 155
S 1879 51.9 S 1491 845
N=3618 N =1764
A_WG5_BG5.514.3 A_WG5_BG5>14.3 A_FP5_WF2.<59 A_FP5_WF2>5.9
Class = | Class =S Class =S Class = |
Class Cases % Class Cases % Class Cases % ||ClassCases %
| 1720 506 1 19 87 I 179 116|] | 94 427
S 1680 49.4 S 199 91.3 S 1365 88.4|| S 126 57.3
N = 3400 N =218 N = 1544 N =220
A_FP5_WF2<15 A_FP5_WF2>1.5 FBES3 FBES3 A_MKS5_FP5<2.9 A_MKS5_FP5>29
Class = | Class = | Class =S Class = | Class=$S
Class Cases % Class Cases % | [ClassCases % [| ClassCases % Class Cases %
| 1429 578 ] 291 314 I 0 00 ] 19 731 | 48 54
S 1045 422 S 635686| | S 1921000f s 7 _26.9 S 840 946
N=2474 N =926 N=192 N =26 = 888
| Fesessersn| | e 2] [ ks |

FBES1
Class =S
ClassCases %

| 31 54

FBEST
Class =|
ClassCases %

FB% s2
Class =S Class = |
ClassCases % ||ClassCases %

1 02 |1 290 62.2
S 176 37.8
=466

FBES2

S 547 946(|_s

S 459 99.8
N = 1896 =

N =578 N =460 = 46

Fig. 7. DT%.
indices are estimated from the test set and are only based on
the classification results of the terminal nodes. If the real time
OC:s considered are captured by the database used in building
the DTs, the DTs will give accurate security predictions as
indicated by the indices. Otherwise, the paths-based method
will give more reliable and self-adaptable results as shown by
the following test, where only DT3* is considered.

C. Reliability Tests on Two Classification Methods

To compare the traditional (terminal nodes-based only) and
new (paths-based) classification methods, DT5® is tested on the
contingency cases for July 26, 2006. 24 OCs are generated based
on the peak-load (24078 MW) and minimum-load (16100 MW)
conditions with the 500-kV line from Wells to Webre out of ser-
vice. Compared with the network data on July 19, 2006, 15 lines
change in/out status and the generation distribution among gen-
erators is also changed. In this area, the same “n — 1” contin-
gencies are considered to generate 278 X 24 = 6672 “n — 1”
cases. Quite a few cases are found with damping ratios slightly
higher than 3.0%. Considering the estimation errors of the Prony
analysis method used by TSAT, the cases with damping ra-
tios <3.3% are all regarded as I cases. As a result, there are
942 (14.1%) I cases and 5730 (85.9%) S cases. The traditional
method correctly classifies 92.8% I cases and 77.7% S cases.

Let w; (¢ > 1) be the number of the learning cases at node
1. Calculate the insecurity score S of each path based on the
learning set. The scores are given in Table II, and the case per-
centages and the classification results at the terminal nodes are
also given. From the table, the paths to terminal nodes 9, 10, 11,
12, 13, and 15 have high scores. Let Sy, equal 40% to consider
the cases entering the six terminal nodes as “insecure.” The last
column gives the numbers of the I and S cases of July 26, 2006
that enter each terminal node of DT5’. The new method cor-
rectly classifies 99.3% I cases and 82.4% S cases. Both of the
accuracies are much higher than those of the traditional method.

FBESA
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INSECURITY SCORES OF PATHS AND TEST RESULTS FOR 7/26/2006

Terminal Node  Terminal 7/26/2006
Path Cases (%)  Node Class S(%) Cases (S/1)

A-B-C-D-E-F-1 1.5 S 253 0/0
A-B-C-D-E-F-2 0.3 I 259 0/0
A-B-C-D-E-G-3 3.1 S 252 0/0
A-B-C-D-E-G-4 23 I 269 0/0
A-B-C-D-H-I-5 44 S 222 216/2
A-B-C-D-H-1-6 1.2 I 23.3 58/2
A-B-C-D-H-7 3.6 S 232 556/0
A-B-C-8 1.8 I 30.4 555/1
A-B-J-K-9 1.8 I 44.8 57/221
A-B-J-K-L-M-10 1.5 S 44.0 0/0
A-B-J-K-L-M-11 0.2 I 44.6 0/0
A-B-J-K-L-N-12 44 S 449 344/ 64
A-B-J-K-L-N-13 13.5 I 48.8 610/ 650
A-B-J-O-14 2.7 S 39.0 0/0
A-B-J-O-15 2.8 I 412 0/0
A-16 553 S 0.0 3334/2

The results show that the new, paths-based method exhibits
a better reliability against perturbations of OCs than the tradi-
tional method. From Fig. 5, the new method equivalently re-
gards nodes C, K, 14, 15, and 16 as terminal nodes such that the
nine-node sub-tree indicated by the shadowed area is picked up
to make security classifications. Node weights of each path as
well as the limit Sj; could be adjusted according to the degree
of perturbations of OCs such that a proper sub-tree of the DT is
adaptively selected.

V. CONCLUSION

This paper proposes an online security assessment scheme
based on PMUs and DTs. The scheme was applied to an im-
portant operational area of the Entergy system. Off line simula-
tions show that the proposed approach can build DTs with high
prediction accuracies to reliably identify stability problems for
prospective OCs and provide guidelines for preventive control.
The scheme also identifies critical security indicators, which
could be candidates for new PMU locations. A new paths-based
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DT classification method is also proposed and compared with
the traditional terminal nodes-based method to regulate the DT
prediction reliability for changes in OCs. This new method fo-
cuses on the development of self-adaptive rules to make better
use of available DTs and introduces a shift from “Black-Box”
DTs to “White-Box” DTs, or rule-based DT classification sys-
tems. The DTs built in this paper can reach prediction accura-
cies of about 97% for insecure cases. This research is a first step
towards the goal that in the future, more practical versions of
the scheme proposed can achieve a high, accuracy (e.g., 99% or
even 99.9%) acceptable by electricity industry. To realize that
goal, several issues will have to be carefully analyzed. One as-
pect that we are currently investigating is the impact of the use
of a larger number of OCs to increase the number of insecure
cases used in DT training.
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