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Abstract—Semi-analytical simulation (SAS) is a methodology that derives power series as an approximate solution in power system steady-state or dynamic analysis. Padé approximation is able to further improve the efficiency of SAS, while its computation for large-scale power systems is time-consuming. This paper proposes a vectorized fast algorithm for computing Padé approximation of a large-scale SAS. The Levinson algorithm is used to reduce the temporal and spatial complexities. Considering the structural homogeneity of computation, a vectorized version of Levinson algorithm is realized to achieve instruction-level parallelism. The novel approach is tested on the SAS of Polish 2383-bus system, which verifies the advantage of Levinson algorithm and vectorization in boosting the computation speed of SAS.
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I. INTRODUCTION

M

ODERN computers provide parallelism for accelerating computation. For large-scale power systems, there have been various parallel methods for accelerating the power flow or dynamic simulation [1]–[3]. These methods focus on accelerating computation by assigning the computation tasks to multiple processors. But the overall performance depends on both the number of the processors and the efficiency on each processor. Therefore, besides the multi-tasking on multiple processors, the exploitation of each processor is also important. One type of parallelism inside processors is vectorization, which is based on single instruction, multiple data (SIMD) feature. It is useful for accelerating large-scale homogeneous, but simple operations.

Semi-analytical simulation (SAS) is a novel methodology for power system analysis, which derives approximate solutions as high-order power series, and thus achieves longer time step and accelerates computation. Existing SAS methods mainly include holomorphic embedding (HE) [4], Adomian decomposition method (ADM) [5], Taylor expansion method (TEM) [6], and differential transformation method (DTM) [7]. Moreover, the Padé approximation (PA) is usually derived from power series to further expand the effective range of SAS [8], [9]. In SAS, the derivation of PAs is a performance bottleneck. To accelerate the SAS, an efficient method for calculating PAs based on Levinson algorithm is proposed, which improves both the temporal and spatial complexities as compared with LU factorization. Moreover, the vectorized version of Levinson algorithm significantly accelerates the computation. Such an approach can be generically utilized in any large-scale homogeneous computation of PAs.

II. PADÉ APPROXIMANTS FROM POWER SERIES IN SAS

The power system analysis solves the following equations:

\[ f(\bar{x}(\alpha), x(\alpha), p(\alpha)) = 0, \tag{1} \]

where \( x \) stands for state variables, and \( p \) is system parameters. \( \alpha \) is a parameter representing time or an abstract path of system state transition. In steady-state analysis, (1) degenerates and \( \bar{x}(\alpha) \) does not appear. The SAS first generates approximate solutions as a truncated power series of \( \alpha \):

\[ x_{PS}(\alpha, N) = c_0 + c_1\alpha + \cdots + c_N\alpha^N, \tag{2} \]

and the corresponding PA has the following form:

\[ x_{PA}(\alpha, m, n) = a_0 + a_1\alpha + \cdots + a_m\alpha^m \]

where \( N = m + n \), and to ensure uniqueness of the coefficients, \( b_0 = 1 \) is enforced. To solve the coefficients in (3), let \( x_{PS}(\alpha, N) = x_{PA}(\alpha, m, n) \), and according to (2) and (3), multiply the left by the denominator of the right-hand side:

\[(c_0 + c_1\alpha + \cdots + c_N\alpha^N)(b_0 + b_1\alpha + \cdots + b_n\alpha^n), \tag{4} \]

and expand the numerator of (3) as

\[a_0 + a_1\alpha + \cdots + a_m\alpha^m + a_{m+1}\alpha^{m+1} + \cdots + a_N\alpha^N, \tag{5}\]

where \( a_{m+1} = \cdots = a_N = 0 \). By equating the coefficients in (4) and (5), the following equations can be obtained:

\[
\begin{bmatrix}
    a_0 \\
    \vdots \\
    a_m \\
    \cdots \\
    0
\end{bmatrix}
= \begin{bmatrix}
    c_0 \\
    \cdots \\
    c_m \\
    \cdots \\
    c_N
\end{bmatrix}
+ \begin{bmatrix}
    c_0 \\
    \cdots \\
    c_m \\
    \cdots \\
    c_N
\end{bmatrix}
+ \begin{bmatrix}
    c_{m+1} \\
    \cdots \\
    c_{m+n} \\
    \cdots \\
    c_{N-1}
\end{bmatrix}
= \begin{bmatrix}
    b_1 \\
    \vdots \\
    b_n
\end{bmatrix}, \tag{6}
\]

or the following compact form:

\[
\begin{bmatrix}
    a \\
    \hat{0}
\end{bmatrix}
= \begin{bmatrix}
    c_1 \\
    c_2 \\
    \vdots \\
    T_{c1} \\
    T_{c2}
\end{bmatrix}
\begin{bmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_n
\end{bmatrix}. \tag{7}
\]

The solution of (7) can be obtained:

\[
\begin{align}
    b &= -T_{c2}^{-1}c_2 \tag{8a} \\
    a &= c_1 - T_{c1}T_{c2}^{-1}c_2. \tag{8b}
\end{align}
\]

To achieve best approximation, \(|m - n| \) should be as small as possible [9]. Eq. (8a) solves a linear equation with size
of about $N/2$. For commonly used CPUs, a floating-point multiplication/addition operation can be finished in 1 CPU cycle, and division needs $k_D$ cycles (for the 2017 Intel® Skylake architecture, $k_D = 4$ or 5 [10]). The step (8a) needs LU-decomposition, forward and backward substitutions of triangular matrices. For $n = N/2$, the LU decomposition is estimated to use $N^3/12 - N^2/8 - N/12 + k_D N/2$ cycles, and the forward and backward substitutions in total take $N^2/2 + N/2$ cycles. Step (8b) has a matrix-vector multiplication and an addition of two vectors, which costs $N^2/4 - N/2$ cycles. Take $k_D = 4$, the estimated total CPU cycles for solving (8) by using LU-decomposition (named as LU method in this paper) is approximately

$$n_{op}^{LU} = \frac{N^3}{12} + \frac{5N^2}{8} + \frac{23N}{12}. \quad (9)$$

III. ENHANCE EFFICIENCY WITH LEVINSON ALGORITHM

A. Levinson algorithm

In (8), solving the linear equations is the most time-consuming part. Generally, solving the linear equations with size $n = N/2$ has temporal complexity of $O(N^3)$ and spatial complexity of $O(N^2)$. However, noticing that $T_{c2}$ is a Toeplitz matrix, the computational burden can be reduced by making use of its special structure. The Levinson Algorithm solves Toeplitz systems in $O(N^2)$ time and $O(N)$ space.

Toeplitz matrix $T_{c2}$ can be described with an vector $c_2$:

$$t_{c2} = \begin{bmatrix} c_{N-2n+1}, c_{N-2n+2}, \ldots, c_m, \ldots, c_{N-1} \end{bmatrix}^T, \quad (10)$$

where $c_k = 0$ for all $k < 0$. The Levinson Algorithm is described in Algorithm 1.

Algorithm 1: Solving $T_{c2}^{-1}c_2$ with Levinson Algorithm

Input: Toeplitz matrix elements $t_{c2}$ ($(2n-1)\times1$), vector $c_2$ ($n \times 1$).
Variables: $n \times 1$ vectors $u$, $v$, $w$. Scalars $\varepsilon_u$, $\varepsilon_v$, $\varepsilon_w$, $\alpha_u$, $\beta_u$, $\beta_v$.
Output: $n \times 1$ vector $x$ ($x[i] : j$ is the block from the $i$th to $j$th elements).

2. for $k = 2 \rightarrow n$ do
3.   $\varepsilon_u \leftarrow 0$, $\varepsilon_v \leftarrow 0$, $\varepsilon_w \leftarrow 0$.
4.   for $i = 1 \rightarrow k - 1$ do
5.     $\varepsilon_u \leftarrow \varepsilon_u + u[i] \cdot t_{c2}[n + k - i]$.
6.     $\varepsilon_v \leftarrow \varepsilon_v + v[n - i + 1] \cdot t_{c2}[n - k - i + 2]$.
7.     $\varepsilon_w \leftarrow \varepsilon_w + x[i] \cdot t_{c2}[n + k - i]$.
8. end for
9. $\alpha_u \leftarrow \frac{1}{1 + \varepsilon_u \cdot \varepsilon_v \cdot \varepsilon_w}$, $\alpha_v \leftarrow -\varepsilon_u \cdot \alpha_u$, $\beta_u \leftarrow -\varepsilon_v \cdot \alpha_u$, $\beta_v \leftarrow -\varepsilon_w \cdot \alpha_u$.
10. $w[1:k - 1] \leftarrow u[1:k - 1]$.
11. for $i = 1 \rightarrow k$ do
12.    $u[i] \leftarrow u[i] \cdot \alpha_v + w[i] \cdot \beta_u$.
13.    $v[N - k + i] \leftarrow v[N - k + i] \cdot \alpha_v + w[i] \cdot \beta_u$.
14.    $x[i] \leftarrow x[i] + (c_2[i] - \varepsilon_u \cdot \varepsilon_v - \varepsilon_w) \cdot v[N - k + i]$.
15. end for
16. end for

By counting the operations, the CPU time needed for computing (8) with Levinson algorithm (named as Levinson method in this paper) is approximately $5n^2 + (k_D + 8)n - k_D - 13 + 2n^2$ cycles, and with $k_D = 4$ and $n = N/2$, it is

$$n_{op}^{Lev} = \frac{7N^2}{4} + 6N - 17. \quad (11)$$

B. Vectorization of Levinson method

When $N$ is not big, the Levinson method on each variable does not significantly improve the performance. However, note the homogeneity in the SAS: for a given $N$, the approximate solutions (2) and (3) of all the variables are in the same form. The procedures of calculating PAs are also identical for all variables. Such a homogeneity enables vectorization of PAs. The homogeneity is important for vectorization: there are superfast algorithms for solving Toeplitz matrix in $O(N \log N)$ time e.g. the algorithm in [11], but it uses approximation and has inhomogeneous loops controlled by error thresholds, which is hard to be vectorized across variables. Moreover, as $N$ is not big in SAS, the superfast methods are not significantly faster than Levinson method and thus are not necessary.

There are various platforms supporting vectorization, such as C/C++ compilers that support SIMD instructions, and vectorization-friendly language Matlab/Octave, etc. Specifically, the Algorithm 1 can be easily modified as a vectorized version by vectorizing the atomic operations. The vectorization and optimization of the code are language-specific. For example, the inner loops in Algorithm 1 can be replaced by the built-in function `sum()` in Matlab, while in C/C++, the inner loops can be vectorized by the compiler.

IV. TEST CASE

The proposed method for deriving PAs is tested on voltage security analysis with HE [4]. The test is on the Polish system model with 2383 buses (including 326 PV buses and 2056 PQ buses) and 1562 induction motors. The simulation is developed on Matlab™ and is tested on a computer with Intel® Core™ i7-6600U CPU (Skylake architecture, 4 logical processors) and 8GB DDR4 2133MHz RAM. Assume that the load increase on each bus is 50% of its base state value per second, and simulation is run until voltage collapse occurs. With HE, the approximate solution in the form of power series is first derived, and then the Padé approximants are computed. In this case, there are 6652 variables in total.

Four methods for deriving PAs are compared: the LU method on a single variable, the Levinson method on a
single variable, the vectorized LU method, and the vectorized version of Levinson method. These methods are implemented in Matlab codes, respectively, and the LU methods do not use pivoting. The performances of the four methods with \( N = 12 \) and \( N = 40 \) are listed in Table I. Although the Levinson method on a single variable is faster than the LU method, the computation of PAs is still the bottleneck of SAS. For both LU and Levinson methods, the vectorization significantly accelerates computation, and the advantage of Levinson method becomes more significant with a larger \( N \). The vectorized LU and Levinson methods are compared with even more \( N \) values. As Fig. 2 shows, the average time consumption per HE step of LU method is higher than that of Levinson method, and the difference becomes more significant as \( N \) increases, which generally matches the trends shown in Fig. 1. However, the complexity analysis cannot comprehensively consider all the factors that may influence the performance. For example, the computational overhead (e.g. time for managing memory) is an important factor. Since the LU method has higher spatial complexity than the Levinson method, we may infer that it also has higher overhead. As \( N \) increases, the overhead of LU method may also increase more significantly than that of the Levinson method. This indicates that the lower spatial complexity also helps accelerate computation in SAS.

It should be noted that many factors may influence the actual performance of a computer program, such as programming language, algorithm and code efficiency, CPU instruction sets and caches, memory access, background processes, etc. And those factors should be carefully considered in the performance analysis. Besides, a more general insight can also be derived: for the enhancement of a computational task, both theoretical algorithm improvement (e.g. using Levinson algorithm) and appropriate engineering measures (e.g. code vectorization) should be adopted.

V. CONCLUSION

Since the calculation of Padé approximation (PA) is a performance bottleneck in the steady-state or dynamic analysis based on semi-analytical simulation (SAS) in power systems, a new method of calculating PAs based on Levinson algorithm is proposed. The Levinson algorithm effectively reduces both temporal and spatial complexity as compared with the conventional LU decomposition method. Moreover, by making use of the homogeneity in the structure of computing PAs of large number of variables, a vectorized method for calculating PAs is proposed in this paper. The new approach is tested with the voltage security analysis based on SAS in a Polish 2383-bus system. The results demonstrate that the proposed approach significantly reduces the computation time of PAs, and thus also substantially accelerate the SAS computation. The results verify the advantage of Levinson algorithm in both spatial and temporal complexities, and also show the importance of utilizing the instruction-level parallelism of CPUs.
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