Summary of Optimization Methods and Concepts Covered in Course
	System Model


	Variations on Model


	Solution Approach


	Comments


	Fundamental Application
	Example Power System Applications

	Algebraic 

	Linear objectives and constraints
	Linear programming (LP) using Simplex algorithm
	Simple and fast method. Many problems are not formulated easily as an LP. Solutions limited to extreme points. But powerful if one thinks about expanding the representation.
	Minimal production cost

Least absolute value estimation


	Economic dispatch
DC OPF
State Estimation

	
	Convex non-linear objectives and constraints
	· LP applied to piecewise convex model
Not covered
· Successive LP

· Quadratic programming (QP)
	Handles a multitude of practical non-linearities but still some important non-linearities cannot be modeled.
	Inclusion of quadratic costs
	Economic dispatch including losses
AC OPF

	
	Integer variables, objectives and constraints can be non-linear in integer variables
	Branch-and-bound applied to LP.
	Extremely powerful representation of problems but may be slow. A few problems may be difficult to express in this way.
	Scheduling
Routing
	Unit commitment

Transmission planning

	
	Mixed integer and continuous variables; non-linear non-convex functions
	Lagrange formulations based on Kuhn-tucker conditions, including gradient methods and Lagrangian relaxation.
	Fast and powerful methods but susceptible to local minima and convergence problems. A relatively few problems may be difficult to express in this way. 
	Various economic problems where the dual variable represents prices
	Unit commitment



	Graphs/Sets
	Directed/undirected graphs; shortest path; spanning trees.
	Linear Program using Network Simplex
	Transform graph representation to linear algebraic. Most useful for a problem with underlying network structure but not explicit, including set covering problems. Integer solutions can be found without using branch and bound.
	Set covering

Minimal spanning trees
	Alarm processing
State Estimation – observability (topology processing)



	
	
	Depth-first
	Fast but optimality not guaranteed
	Generally used as only one part of the solution process.  
	Generally used as only one part of the solution process.  

	
	
	Breadth-first
	Optimality guaranteed but may be slow
	Generally used as only one part of the solution process.  
	Generally used as only one part of the solution process.  

	
	
	Dijkstra’s shortest path
	Efficient but makes no use of experience or other sources of information
	Many types of shortest distance calculations
	Fault area estimation

Network planning

	
	Use of evaluation function (i.e., some estimate of how well one is preceding towards finding a solution)
	Heuristic methods including A* approach
	Efficient and can make use of experience or other sources of external information. May be difficult to find heuristics that satisfy A* criterion
	Frequently used in game problems (best first type searches)
	Distribution switching for loss reduction.

	Simulator
	Any complex mathematical models can be used or experimental environment or actual data if possible to query. 
	Downhill simplex
	Traditional method susceptible to local minima.
	Wide variety of applications where it is difficult to express the underlying system analytically or where to do so requires more effort than the value of the result.
	Not generally used in practical problems but fine for simple prototyping.

	
	
	Genetic algorithms
	Less susceptible to local minima. Solution tends to be dependent on coding and accuracy of simulations. Typically, computationally inefficient. 
	
	Distribution planning

	
	
	Simulated annealing 
	Less susceptible to local minima and can supplement other methods such as GA. Generally not an efficient approach on it’s own.
	
	Maintenance scheduling

	Data driven
	Statistical regression
	Standard least squares methods
	These approaches depend on having sufficient data (examples) that can allow one to train on data. Emphasis is on these data relationships rather than the underlying physical causes for the relationships. Data can be from actual system data or simulators but simulated data is susceptible to learning the wrong thing.
	Wide variety of applications where good physical models do not exist, such as, behavioral and social sciences, fault diagnostics, forecasting and so on.
	Load and Price forecasting

	
	Feedforward neural networks and supervised learning approaches
	Backpropagation – based on gradient methods
	
	
	Load and price forecasting



	
	Unsupervised learning and Kohonen networks
	Competitive learning and data clustering
	
	
	Power system security
OPF

	
	Support Vector Machines
	QP algorithm
	
	
	Load forecasting

Price forecasting

	
	Data clustering


	K clustering algorithm
	
	
	Fault diagnostics

	
	Bayesian Analysis
	Assume independence of events
	
	
	Anomaly detection

	
	Decision Trees
	Maximize information gain
	
	
	Security classification

	Game Theory
	Zero-sum and non-zero sum matrix games
	Linear programming and Lagrangian formulations
	Idealized model of trade-offs between players in a game assuming rational behavior and more or less static environment
	Economic models

Military strategies
	Electricity market analysis – bidding strategies

	
	Pure Nash equilibrium and mixed stragegies
	
	
	
	


Other: Also emphasized how one sets up the model can be just as important as the model used or the specific solution method. For example, the formulation of the models for different types of constraints and multi-objectives placed the emphasis on how you map the problem to a standard model. Similarly, the graph problems could be implemented as an LP but then any heuristics would be difficulty to implement and not-transparent (i.e., the heuristics have to do with pivots in Simplex and the relationship to the problem at hand is not obvious).

