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Abstract. Generating teams of robots that are able to perform their tasks over long periods of time requires the robots to be responsive to continual changes in robot team member capabilities and to changes in the state of the environment and mission. In this article, we describe the L-ALLIANCE architecture, which enables teams of heterogeneous robots to dynamically adapt their actions over time. This architecture, which is an extension of our earlier work on ALLIANCE, is a distributed, behavior-based architecture aimed for use in applications consisting of a collection of independent tasks. The key issue addressed in L-ALLIANCE is the determination of which tasks robots should select to perform during their mission, even when multiple robots with heterogeneous, continually changing capabilities are present on the team. In this approach, robots monitor the performance of their teammates performing common tasks, and evaluate their performance based upon the time of task completion. Robots then use this information throughout the lifetime of their mission to automatically update their control parameters. After describing the L-ALLIANCE architecture, we discuss the results of implementing this approach on a physical team of heterogeneous robots performing proof-of-concept box pushing experiments. The results illustrate the ability of L-ALLIANCE to enable lifelong adaptation of heterogeneous robot teams to continuing changes in the robot team member capabilities and in the environment.

1. Introduction

An important goal in the development of autonomous robot systems is enabling robots to perform their tasks over a long period of time without human supervision. So-called "lifelong" robot systems must be capable of dealing with dynamic changes that will inevitably occur over time, such as changes in the environment or incremental variations in their own performance capabilities. Environmental changes may occur due to shifts in the weather, time-of-day daylight and temperature variation, the effect of the robot system itself in performing its application, or other causes external to the robot system. Incremental variations in robot performance capabilities may occur: (1) as a natural consequence of wear and tear on the robots, which may cause incremental or sudden degradations in robot performance, or (2) in more advanced robots, as a consequence of robot learning, which improves an individual robot’s performance of a particular task.

The ability to adapt to these types of dynamic changes is especially important in multi-robot applications, since the effects of individual robot actions propagate across the entire team. In most real-world applications, a multi-robot team with static capabilities will not be able to continually achieve its goals over time as the system of robots and the environment drift further and further from the original state. Instead, a successful lifelong multi-robot team will adapt to changes in robot team member capabilities, robot team composition, mission requirements, and the environmental state.

One important consequence of dynamic changes in lifelong multi-robot systems is that continuing drift in individual robot capabilities creates a team of heterogeneous robots, even if the original team was designed to be homogeneous. This may actually be true at the outset of the application. Experienced
roboticists are aware that several copies of the same model of robot, even direct from the manufacturing line, can vary in capabilities due to differences in sensor tuning, etc. Over time, the minor initial differences among robots will grow, since sensors and effectors may degrade or break on certain robots, or for learning robots, some robot team members may learn faster than others. Thus, mechanisms for generating lifelong multi-robot teams must of necessity deal with the issue of heterogeneity among robot team members.

Heterogeneity in multi-robot teams presents a particular challenge to efficient autonomous control when overlap in team member capabilities occurs. Overlap in team member capabilities means that more than one robot may be able to perform a given task, but with different levels of efficiency. In these cases, the robots must continually determine which individual on the team is currently the best suited for a given task in the application. These types of decisions are usually not easy to make, especially when the multi-robot team control is distributed across all team members. Even in the case of full global knowledge, however, the problem of optimally assigning tasks to robots that have different, but overlapping capabilities can be easily shown to be NP-hard. Thus, the multi-robot team control mechanism must have some effective approximate means of distributing tasks so that an acceptable level of efficiency is achieved without sacrificing the desirable features of fault tolerance and robustness.

In previous work [31], we have developed the ALLIANCE software architecture, and have shown it to be capable of providing robot team members with fault tolerant, dynamic action selection for situations in which robots fail, the mission changes, the robot team composition changes, or the environment changes. ALLIANCE alone, however, does not address the issues of incremental degradations or improvements in individual robot performance. Thus, to address the issue of lifelong adaptation in heterogeneous multi-robot teams, we present the L-ALLIANCE (for Learning-ALLIANCE) extension to ALLIANCE that enables robot team members to efficiently learn about the capabilities of robot team members through experience with those team members, and to select their actions based upon incremental changes in individual robot team performance. In [30], we provided a brief overview of the L-ALLIANCE approach. In this article, we develop this approach more fully, and show detailed results of its implementation in a physical multi-robot team in the context of L-ALLIANCE. Thus, the key issue addressed in this article is:

*Given a team of robots and a mission that they are to perform that consists of several independent tasks, how do the robots select their actions to ensure that the mission is completed as efficiently as possible, even when robot team members have overlapping, but heterogeneous, capabilities that may continually vary over time?*

In section 2, we show that the general heterogeneous multi-robot action selection problem is NP-hard, leading to the need for an approximate approach that works well in practice. We provide a brief overview of the ALLIANCE approach in section 3, followed in section 4 with an overview of the L-ALLIANCE mechanism for lifelong adaptation in heterogeneous multi-robot teams. In section 5, we discuss the selection of the appropriate action selection strategy, and show in section 6 how this action selection strategy is implemented in the L-ALLIANCE formal model. In section 7, we report and discuss the results of the implementation of this approach in a box pushing application. In section 8, we describe the related work in this area. Finally, in section 9, we offer concluding remarks and future directions for this research.

2. NP-Hardness of The Heterogeneous Robot Action Selection Problem

In [30], we argued (without giving the proof) that even a simplified version of the action selection problem for heterogeneous robots is NP-hard. Here, we provide the details of this proof.

Let $R = \{r_1, r_2, ..., r_n\}$ represent the set of $n$ robots on a cooperative team, and the set $T = \{\text{task}_1, \text{task}_2, ..., \text{task}_m\}$ represent the $m$ independent tasks required in the current mission. Each robot $r_i$ in $R$ has a number of high-level task-achieving functions that it can perform, represented by the set
$A_i = \{a_{i1}, a_{i2}, \ldots\}$. Since different robots may have different ways of performing the same task, we define the set of $n$ functions $H_i$, where $H_i : A_i \rightarrow T$, $H_i = \{h_1(a_{i1}), h_2(a_{i2}), \ldots, h_n(a_{in})\}$, and $h_i(a_{ik})$ returns $\text{task}_j$ that robot $r_i$ is working on when it performs the high-level function $a_{ik}$.

We denote the metric evaluation function as $q(a_{ij})$, which returns the “quality” of the action $a_{ij}$ as measured by a given metric. Typically, we consider metrics such as the average time or average energy required to complete a task, although many other metrics could be used. Of course, robots unfamiliar with their own abilities or the abilities of their teammates do not have access to this $q(a_{ij})$ function. Thus, an additional aspect to the robot’s learning problem is actually obtaining the performance quality information required to make an “intelligent” action selection choice.

Finally, define the tasks a robot $r_i$ elects to perform during a mission as the set $U_i = \{a_{ij}| \text{robot } r_i$ performs task $h_i(a_{ij})$ during the current mission$\}$.

In the most general form of this problem, distinct robots may have different collections of capabilities; thus, we do not assume that $\forall i, \forall j, (A_i = A_j)$. Further, if different robots can perform the same task, they may perform that task with different qualities; thus, we do not assume that if $h_i(a_{ij}) = h_i(a_{jk})$, then $q(a_{ij}) = q(a_{jk})$. For the simplified case in this section, we will assume that these robot performance measurements are known in advance.

The formal Heterogeneous Robot Action Selection Problem can then be stated as follows:

**Heterogeneous Robot Action Selection Problem (HRASP):** Given $R$, $T$, $A_i$, and $H$, determine the set of actions $U_i$ for all $r_i$ such that $\forall (r_i \in R).U_i \subseteq A_i$ and $\forall (\text{task}_j \in T).\exists i.\exists k.((\text{task}_j = h_i(a_{ik}))$ and $(a_{ik} \in U_i)$ and the performance metric is optimized, according to the desired performance metric; for example, for the time metric, we seek to minimize:

$$\max_{a_{ik} \in U_i} (\sum q_{\text{time}}(a_{ik})).$$

The first two constraints of the above problem definition ensure that each task in the mission is assigned to some robot that can actually accomplish that task. The final constraint is an example optimization function for one possible quality metric – time. Since robot team members usually perform their actions in parallel during a mission, the total mission completion time is the time at which the last robot finishes its final task. Thus, we want to minimize the maximum amount of time any robot will take to perform its set of actions.

We note here that for reasons of robustness, fault tolerance, and flexibility, distributed decisionmaking very often gives better results than a centralized decisionmaker. Thus, while this efficiency problem is formulated as a centralized decision problem, in robust real-world applications, the problem should often be solved by the distributed multi-robot team using incomplete local information.

Nevertheless, even if complete global information is assumed, this efficiency problem can be easily shown to be NP-hard by restriction to the well-known NP-complete problem PARTITION [15]. The PARTITION problem is as follows: given a finite set $W$ and a “size” $s(w) \in Z^+$ for each $w \in W$, determine whether there is a subset $W' \subseteq W$ such that $\sum_{w \in W'} s(w) = \sum_{w \in W - W'} s(w)$. We then have the following:

**Theorem 1** The HRASP efficiency problem is NP-hard in the number of tasks required by the mission.

**Proof:**
By restriction to PARTITION:
Allow only instances of HRASP where:

- $n = 2$ (i.e., $R = \{r_1, r_2\}$)
- $A_1 = A_2 = W$
- $T = \bigcup_{r_i \in R,a_{ij} \in A_i}(h_i(a_{ij}))$
- $\forall (r_i \in R), \forall (a_{ij} \in A_i), (h_i(a_{ij}) = \text{task}_j)$
• $\forall (a_{ij} \in A_{ij}, (q(a_{ij}) = q(a_{2j}) = s(w_j))$, for $w_j \in W$.

Then since PARTITION is a special case of HRASP, HRASP must be NP-hard.

Since the PARTITION problem is stated in terms of finding two equally-sized subsets of tasks $W$ and $W'$, the proof of this theorem restricts HRASP to those instances involving two robots with identical capabilities and qualities of capabilities. Furthermore, each robot has the same one-to-one mapping of behavior sets to tasks, meaning that all robots use the same behavior set to accomplish the same task, and all behavior sets are needed to accomplish the mission. These HRASP instances are then instances of PARTITION, so that, if we could solve HRASP, we could solve PARTITION. In other words, even this simpler problem involving homogeneous robots with equal costs is NP-hard. The real-world problems involving heterogeneous robots with unequal costs are certainly no easier, and thus this action selection problem is shown to be NP-hard.

Since this efficiency problem is NP-hard, we cannot expect the robot teams to be able to derive an optimal action selection policy in a reasonable length of time. We look instead to heuristic approximations to the problem that work well in practice.

3. Brief Overview of ALLIANCE

The foundation of our approach to achieve lifelong heterogeneous multi-robot adaptation is the ALLIANCE architecture (see Figure 1), which we developed in previous work [31]. To understand the details of the L-ALLIANCE mechanisms, we repeat a brief overview of ALLIANCE here. A major design goal in the development of ALLIANCE was to address the real-world issues of fault tolerance and adaptivity when using teams of fallible robots with noisy sensors and effectors. The aim is to create robot teams that are able to cope with failures and uncertainty in action selection and action execution, and with changes in a dynamic environment. Because of these design goals, we developed ALLIANCE to be a fully distributed, behavior-based software architecture which gives all robots the capability to determine their own actions based upon their current situation. No centralized control is utilized, so that we can investigate the power of a fully distributed robotic system to accomplish group goals. The purpose of this approach is to maintain a purely distributed cooperative control scheme which affords an increased degree of robustness; since individual agents are always fully autonomous, they have the ability to perform useful actions even amidst the failure of other robots.

Unlike typical behavior-based approaches, ALLIANCE delineates several behavior sets that are either active as a group or are hibernating. Each behavior set of a robot corresponds to those levels of competence required to perform some high-level task-achieving function. Because of the alternative goals that may be pursued by the robots, the robots must have some means of selecting the appropriate behavior set to activate. This action selection is controlled through the use of motivational behaviors, each of which controls the activation of one behavior set. Due to conflicting goals, only one behavior set is active at any point in time (implemented via cross-inhibition of behavior sets). However, other lower-level competences such as collision avoidance may be continually active regardless of the high-level goal the robot is currently pursuing.

The motivational behavior mechanism is based upon the use of two mathematically-modeled motivations within each robot — impatience and acquiescence — to achieve adaptive action selection. Using the current rates of impatience and acquiescence, as well as sensory feedback and knowledge of other team member activities, a motivational behavior computes a level of activation for its corresponding behavior set. Once the level of activation has crossed the threshold, the corresponding behavior set is activated, and the robot has selected an action. The motivations of impatience and acquiescence allow robots to take over tasks from other team members (i.e., become impatient) if those team members do not demonstrate their ability — through their effect on the world — to accomplish those tasks. Similarly, they allow
The ALLIANCE Architecture

Fig. 1. The ALLIANCE architecture defines the design of an individual robot, such that when the robot is brought together with other robots also designed using ALLIANCE, they exhibit dynamic action selection.

a robot to give up its own current task (i.e., acquiesce) if its sensory feedback indicates that adequate progress is not being made to accomplish that task. The rate at which robots become impatient or acquiesce is dependent upon control parameter settings. It is these control parameters that are automatically updated by the L-ALLIANCE mechanism to achieve lifelong adaptations to continual changes in robot team member performance.

In ALLIANCE, it is important for the sake of efficiency that robots be aware of the actions of their teammates. Although it would be more elegant if robots were able to visually observe and understand the actions of their teammates, it is still very difficult to program robots with this capability. Thus, as a substitute for passive action recognition, the robots under ALLIANCE periodically broadcast their current actions to their teammates.

More details of the ALLIANCE approach are embedded in the following section, which discusses the L-ALLIANCE extension to ALLIANCE. For a complete discussion of ALLIANCE, as well as examples of its implementation in several multi-robot applications (e.g. “mock” hazardous waste cleanup, janitorial service, bounding overwatch, etc.), see [29], [31].

4. Overview of L-ALLIANCE

In [30] we described the derivation of the L-ALLIANCE mechanism, explaining the experimental process by which the L-ALLIANCE action selection methodology was derived. For clarity, we summarize the main approach in this and the following section. Then, in section 6, we provide the details of how this control approach is implemented into the L-ALLIANCE formal model. Note that the L-ALLIANCE formal model, while built upon the ALLIANCE formal model reported in [31], [33], is a significant extension to the ALLIANCE framework, since it defines how the parameters of the formal model can be set automatically, enabling the robot team to autonomously adapt throughout their mission.

Many efficiency issues are of importance in designing lifelong heterogeneous multi-robot cooperative teams. These issues include:

• How do we ensure that robots attempt those tasks for which they are best suited, even as team member capabilities evolve over time?
• Can we enable the robot team to increase its performance over time as it becomes familiar with team member capabilities?
• Does failure at one task imply total robot failure?
• How does a robot select a method of performing a task if it has more than one way to accomplish that task?
• How do we minimize robot idle time?

The L-ALLIANCE extension to ALLIANCE addresses these issues of efficiency and lifelong adaptation by incorporating a dynamic parameter update mechanism into the ALLIANCE architecture. This parameter update mechanism preserves the fault tolerant features of ALLIANCE while enabling the robot team to adapt its performance to changes in the environment and robot team capabilities, thus improving or maintaining the efficiency of the robot team performance over time.

Providing a robot team with the ability to automatically update its own motivational behavior parameters requires solutions to two problems:

• How to give robots the ability to obtain knowledge about the quality of team member performances, and
• How to use team member performance knowledge to select a task to pursue.

Solutions to the first problem require a robot to learn not only about the abilities of its teammates, but also about its own abilities. Although each robot “knows” the set of behaviors that it has been programmed to perform, it may perform poorly at certain tasks relative to other robots on the team. Robots must thus learn about these relative performance differences as a first step toward efficient mission execution and adaptation over time. However, learning these relative performance quality differences is only a first step towards lifelong adaptation. The next, more major, question is how robots use the performance knowledge to efficiently adapt their own actions.

4.1. Assumptions in L-ALLIANCE

Two key assumptions are made in L-ALLIANCE, as follows:

• A robot’s average performance in performing a specific task over a few recent trials is a reasonable indicator of that robot’s expected performance in the future.
• If robot $r_i$ is monitoring environmental conditions $C$ to assess the performance of another robot $r_k$, and the conditions $C$ change, then the changes are attributable to robot $r_k$.

Without the first assumption, it is quite difficult for robots to learn about their own expected performance, or the performance of their teammates, since past behavior provides no clues to the expected behavior in the future. The challenge is to determine those aspects of a robot’s performance that are good predictors of future performance. Time of task completion is one indicator that is useful in many applications.

The second assumption deals with the well-known credit assignment problem, which is concerned with determining which process should receive credit (or punishment) for the successful (or unsuccessful) outcome of an action. The assumption in L-ALLIANCE is that the only robot that affects the properties of the world that robot $r_i$ is interested in are the robots that $r_i$ is monitoring. Thus, if a robot $r_k$ declares it is performing some task, and that task becomes complete, then the monitoring robot will assume that $r_k$ caused those effects. This assumption is certainly not always true, since external agents can intrude on the robots’ world. However, since this issue even causes problems for biological systems, which often have difficulty in correctly assigning credit, this oversimplification seems acceptable.
4.2. L-ALLIANCE Performance Monitors

Of central importance to the learning mechanism used in L-ALLIANCE is the ability of robots to monitor, evaluate, and catalog the performance of team members in executing certain tasks. Without this ability, a robot must rely on human-supplied performance measurements of robot team members that will likely not be responsive to dynamic changes that occur over time. In either case, once these performance measurements are obtained, the robot team members have a basis for determining the preferential activation of one behavior set over any other either for the sake of efficiency and long-term adaptation, or to determine when a robot failure has occurred.

Figure 2 illustrates the L-ALLIANCE architecture. This architecture extends the ALLIANCE architecture by incorporating the use of performance monitors for each motivational behavior within each robot. Each monitor is responsible for observing, evaluating, and cataloging the performance of any robot team member (including itself) whenever it performs the task corresponding to that monitor’s respective behavior set. Formally, robot $r_i$, programmed with the $b$ behavior sets $A = \{a_{i1}, a_{i2}, ..., a_{ib}\}$, also has $b$ monitors $MON_i = \{mon_{i1}, mon_{i2}, ..., mon_{ib}\}$, such that monitor $mon_{ij}$ observes the performance of any robot performing task $h_i(a_{ij})$, keeping track of the appropriate performance quality measure (such as time of task completion) of that robot. Monitor $mon_{ij}$ then uses the mechanism described in section 6 to update the control parameters of behavior set $a_{ij}$ based upon this learned knowledge. It is important to note that a robot $r_i$ does not keep track of the performance qualities for capabilities of other robots that $r_i$ does not share. This allows the L-ALLIANCE architecture to scale more favorably as the mission size increases.
4.3. Two L-ALLIANCE Control Phases

The degree to which robot team members can actively pursue knowledge concerning team member abilities depends on the type of mission in which they are engaged. If they are on a training mission, whose sole purpose is to allow robots to become familiar with themselves and with their teammates, then the robots have more freedom to explore their capabilities without concern for possibly not completing the mission. On the other hand, if the robots are on a live mission that may continue for a long period of time, then the team has to ensure that the mission gets completed as efficiently as possible, while continuing to adapt their performance over time as the capabilities of their teammates change.

Thus, one of two high-level control phases is utilized for robot team members under L-ALLIANCE. During training missions, the robots enter the active learning phase, whereas during live missions, they enter the adaptive learning phase.

Active Learning Phase. Clearly, the only way robots can independently learn about their own abilities and the abilities of their teammates is for the robots to activate as many of their behavior sets as possible during a mission, and to monitor their own progress and the progress of team members during task execution. Of course, on any given mission, not all of the available behavior sets may be appropriate, so it is usually not possible to learn complete information about robot capabilities from just one mission scenario. However, the active learning phase allows the team to obtain as much information as possible through the active exploration of robot abilities. In this phase, the robots’ motivational behaviors interact to cause each robot to select its next action randomly from those actions that are: (1) currently undone, as determined from the sensory feedback, and (2) currently not being executed by any other robot, as determined from the broadcast communication messages.

While they perform their tasks, the robots are maximally patient and minimally acquiescent, meaning that a robot neither tries to preempt another robot’s ongoing task, nor does it acquiesce its own current action to another robot. Since robots at the beginning stages of learning do not yet know how long it may take them to perform their tasks, this maximal patience/minimal acquiescence feature allows them to try as long as needed to accomplish their tasks. Of course, if a robot has the ability to detect failure with certainty, then it can give up failed tasks to another team member.

During this active learning phase, each monitor monij in each robot ri monitors and catalogs the performance of all robots rj that are performing task h_i(aij), and then uses this information to update the appropriate control parameters. For example, if the quality measure is time, then the robot stores the average time plus one standard deviation in the time required for that robot to perform the task.

Adaptive Learning Phase. When a robot team is applied to a “live” mission, it cannot afford to allow members to attempt to accomplish tasks for long periods of time with little or no demonstrable progress. The team members have to make a concerted effort to accomplish the mission with whatever knowledge they may have about team member abilities, and must not tolerate long episodes of robot actions that do not have the desired effect on the world. Thus, in the adaptive learning phase, the robots acquiesce (give up tasks) and become impatient (take over tasks) according to their learned knowledge and the control strategies described below, rather than being maximally patient and minimally acquiescent as they are in the active learning phase. However, the monitors of each robot continue to observe the robot performances during this phase, and update the control parameters appropriately, as described in the following two sections.

5. Action Selection Strategy

In [30], we reported on a series of experiments we conducted in simulation to determine the most efficient means for the robot team members to select their actions, based upon the relative quality measurements
observed by the robots during mission performance. The objective is to allow the robot team to improve its efficiency over time while not sacrificing the fault tolerant characteristics of the behavior-based ALLIANCE architecture. The ultimate goal is to implement the best action selection approach into the parameters of the L-ALLIANCE framework. By defining the parameter settings as a function of the quality measures of robot performances, the parameters can then be set and updated automatically over time during the robot team’s mission. The obvious implication of this ability to autonomously adapt L-ALLIANCE parameters is the elimination of the need for the human to guess on the appropriate settings for the robot team throughout its mission.

For completeness, we now briefly summarize the results of our earlier investigations to derive an efficient, distributed robot action selection methodology. Refer to [30] for more details on these investigations.

In these studies, we used time of task completion as the metric that determined the quality of robot performance. Thus, each robot monitored other robot performances of tasks it is able to accomplish, recording information on the time of task completion. Note that robots do not need to monitor all tasks by all robots – only those tasks which it, itself, has the ability to perform. Determining the proper conversion of these relative quality measurements (i.e., time of task completion) into the control parameters of L-ALLIANCE requires solutions to two related subproblems:

- **Dynamic task reallocation** — how an individual robot determines whether to interrupt the task currently being performed by another robot (i.e., become impatient), or whether it should acquiesce its own current task, and
- **Task ordering** — how an individual robot selects from among a number of incomplete tasks that no other team member is currently performing.

To study the first of these issues, we explored three dynamic task reallocation strategies. Summarized in table 1, these strategies vary in which quality measurements are used to determine when a robot should (1) take over tasks from other robots that are not demonstrating their ability to successfully accomplish their tasks, and (2) give up tasks that the robot itself is not able to successfully accomplish.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Impatience with other robots</th>
<th>Acquiescence</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>own time</td>
<td>own time</td>
</tr>
<tr>
<td>II</td>
<td>own time</td>
<td>min. time of team</td>
</tr>
<tr>
<td>III</td>
<td>time of robot performing $h_i(a_{ij})$</td>
<td>own time</td>
</tr>
</tbody>
</table>

*Table 1.* The impatience and acquiescence parameters are functions of the values shown in the table, for each of three dynamic task reallocation strategies.

Additionally, for the second issue above, we studied three task ordering strategies to determine how an individual robot should select from among a number of incomplete tasks that no other team member is currently performing. As before, these strategies vary in which quality measurements are used to determine the selection decision. The three strategies based their next action selection decision on either a greedy choice based on (1) the longest or (2) shortest expected execution time of the tasks it is able to perform, or (3) a random choice of actions.

To determine the relative merits of these various control strategies, we executed a large number of test runs in simulation, comparing the results of all of the combinations of the dynamic task reallocation and task ordering strategies in terms of the time required to complete the mission. We collected performance data by varying the number of robots on the team ($n$) from 2 to 20, the number of tasks the team must perform ($m$) from 1 to 40, the task coverage² from 1 to 10, the degree of heterogeneity³ from 0 percent to 3200 percent, and the value of the Progress When Working (PWW) condition⁴ as either true or false.

For this study, the robot capabilities to perform various tasks were distributed uniformly across the robots based upon the given task coverage, and the same task coverage was assumed for all tasks in the mission. For each 5-tuple $(n, m, task\_coverage, heterogeneity, PWW)$ of a given run of the simulation,
which we call a *scenario*, 200 randomly generated test runs were executed. The average over these 200 runs was then considered the characteristic performance of that scenario.

These results were then analyzed to determine the best overall action selection strategy that allows individual robots to make good decisions in light of the varying capabilities of the other robot team members. The goal in comparing these various strategies was to derive a single approach to multi-robot action selection that performs well regardless of the particular instantiation of the robot team and mission. We do not want to require a human system designer to perform extensive analysis of specific multi-robot applications to determine the appropriate multi-robot control strategy.

Thus, the resulting action selection strategy that was found to have the best performance is as follows:

**L-ALLIANCE Action Selection Methodology:**

1. At each iteration, robot $r_i$ divides the remaining tasks into two categories:
   
   (a) Tasks meeting the intersection of the following conditions: (1) Tasks that $r_i$ expects to be able to perform better than any other team member, and (2) tasks that no other robot is currently performing.
   
   (b) All other tasks $r_i$ can perform.

2. Robot $r_i$ repeats the following until sensory feedback indicates that no more tasks are left:
   
   (a) Select tasks from the first category according to the longest task first approach, unless no more tasks remain in the first category.
   
   (b) Select tasks from the second category according to the shortest task first approach.

If a robot has no learned knowledge about team member capabilities, all of its tasks fall into the second category.

We note that the task division that occurs in the first step is a very simple process of using sensory feedback and the current system state to determine which tasks are applicable at the current point in the mission. For each applicable task, the robot looks up the stored performance measurements to divide the tasks into the categories noted. This is an $O(nm)$ operation. More discussion on the significance and derivation of this action selection strategy can be found in [30].

### 6. Formal Model of L-ALLIANCE

In [30], the appendix listed the formal model for L-ALLIANCE with no discussion as to how the action selection methodology from the previous section converted into the L-ALLIANCE formal model. In this section, we now describe the implementation of the derived action selection methodology into the control parameters of the L-ALLIANCE architecture. Note that this implementation provides a significant extension to the original ALLIANCE architecture, whose formal model is reported in [31]. This extension enables the parameters of the architecture to be set and adapted automatically throughout the robot team’s mission.

As discussed earlier, the main mechanism controlling the robot action selection is the motivational behavior, which computes the level of activation of its corresponding behavior set as a function of the current actions of the teammates, the sensory feedback, and the internal levels of impatience and acquisitiveness. The parameters regulating the effect of these sources of information determine which actions the robots will select during the mission. Thus, these parameters are the key to achieving lifelong adaptation to robot team member capabilities.

In some cases, the appropriate parameter settings for the various categories of information are dependent upon the particular quality metric that is being used to evaluate robot performance. We have elected to use the metric of *time*, since this is a very common measure of interest in multi-robot team applications. (In future work we plan to explore modifications to L-ALLIANCE that are necessary to incorporate other quality metrics.)
The following discussion is organized by first describing, for a given robot \( r_i \) that possesses behavior sets \( A = \{a_1, a_2, \ldots \} \), the threshold of activation of the behavior sets, followed by a discussion of the parameter settings pertinent to each of the sources of input to a robot’s motivational behavior: sensory feedback, inter-robot communication, suppression from active behavior sets, learned robot influence, robot impatience, and robot acquiescence. We then show how the L-ALLIANCE inputs are combined to compute the motivational levels of each behavior set.

6.1. Threshold of activation

A parameter of key importance to the efficiency of the robot team is the threshold of activation, \( \theta \). This parameter is used not only to determine the motivational level at which a behavior set is activated, but also as a way of calibrating the impatience and acquiescence rates across motivational behaviors and across robots. It is therefore important for the sake of efficiency for the value of \( \theta \) to be uniform across robots and across the motivational behaviors of each robot. This uniformity should be quite easy to achieve: it can be obtained simply by the human designer broadcasting the desired value to all robots at the start of the mission, or by providing the robots with a simple arbitration mechanism that allows the team on its own to come to a consensus on the value of \( \theta \).

6.2. Sensory feedback

The sensory feedback provides the motivational behavior with the information necessary to determine whether its corresponding behavior set needs to be activated at a given point during the current mission. This feedback is assumed to be noisy, and can originate from either physical robot sensors or virtual robot sensors. We define a simple function to capture the notion of sensory feedback in the motivational level computation as follows:

\[
sensory\_feedback_{ij}(t) = \begin{cases} 
1 & \text{if the sensory feedback in robot } r_i \text{ at time } t \text{ indicates that behavior set } a_{ij} \text{ is applicable} \\
0 & \text{otherwise}
\end{cases}
\]

6.3. Inter-robot communication

The rate at which robots communicate their current actions to their teammates in L-ALLIANCE determines the level of awareness robot team members have of the actions of their teammates. This in turn affects the efficiency of the team’s selection of actions, since lack of awareness of the actions of teammates can lead to replication of effort and decreased efficiency. Two parameters are utilized in L-ALLIANCE to control the broadcast communication among robots: \( \rho_i \) and \( \tau_i \).

\[ \rho_i = \text{Rate of messages per unit time that robot } r_i \text{ sends concerning its current activity} \]

\[ \tau_i = \text{Maximum time robot } r_i \text{ allows to pass without hearing from a particular robot before assuming that that robot has ceased to function} \]

The second parameter, \( \tau_i \), provides an additional level of fault tolerance, and is important for allowing a robot to know which other robots are present and to some extent functioning on the team. While monitoring the communication messages, each motivational behavior \( a_{ij} \) of robot \( r_i \) must also note when a team member is pursuing task \( h_i(a_{ij}) \). To refer to this type of monitoring in the formal model, the function \( \text{comm\_received} \) is defined as follows:
\[ \text{comm\_received}(i, k, j, t_1, t_2) = \begin{cases} 
1 & \text{if robot } r_i \text{ has received message from robot } r_k \text{ concerning} \\
& \text{task } h_t(a_{ij}) \text{ in the time span } (t_1, t_2), \text{ where } t_1 < t_2 \\
0 & \text{otherwise} 
\end{cases} \]

To ensure maximal efficiency in the multi-robot team, it is best to set the communication rates, \(\rho_i\), to be fairly frequent relative to the time required to complete each task in the mission. Since the task completion time is usually many orders of magnitude larger than the time required to broadcast a message, it is likely that the communication system capacity easily suffices to meet this requirement.

The proper value of \(\tau_i\) is dependent upon each robot team member’s \(\rho_i\) settings. If team members have different values for these parameters, then they cannot be sure how long to wait on messages from other robots. However, the difficulty should be minor if the \(\tau_i\) values are set conservatively — say, to several times a robot’s own time delay between messages. Even so, if a robot \(r_i\) erroneously assumes a team member \(r_k\) is no longer functional, the receipt of just one message from that team member at some point in the future is sufficient to reactivate \(r_k\)’s influence on \(r_i\)’s activities.

To refer to the team members that robot \(r_i\) thinks are currently present on the team, we define the following set:

\[ \text{robots\_present}(i, t) = \{r_k \mid \exists j, (\text{comm\_received}(i, k, j, t - \tau_i, t) = 1)\} \]

The \(\text{robots\_present}(i, t)\) set consists of those robots \(r_k\) from which \(r_i\) has received some type of communication message in the last \(\tau_i\) time units.

### 6.4. Suppression from active behavior sets

For typical multi-robot missions composed of independent tasks, it is usually reasonable to expect that a robot will only pursue one task at a time. Thus, when a motivational behavior activates its behavior set, it simultaneously begins inhibiting other motivational behaviors within the same robot from activating their respective behavior sets. At this point, a robot has effectively “selected an action”. In the formal model, this activity suppression is modeled by the following simple function:

\[ \text{activity\_suppression}_{ij}(t) = \begin{cases} 
0 & \text{if another behavior set } a_{ik} \text{ is active, } k \neq j, \text{ on robot } r_i \text{ at time } t \\
1 & \text{otherwise} 
\end{cases} \]

This function says that behavior set \(a_{ij}\) is being suppressed at time \(t\) on robot \(r_i\) if some other behavior set \(a_{ik}\) is currently active on robot \(r_i\) at time \(t\).

### 6.5. Learned robot influence

The variables we classify under \textit{learned robot influence} are those that are responsible for ensuring that \(r_i\) categorizes tasks correctly according to the L-ALLIANCE Action Selection Methodology. Recall that each robot should effectively categorize tasks to be performed into two categories, and then select from the first category first. One exception to this approach is during active learning. When a robot is operating in the active learning phase, it makes sense for that robot to select its next task from among those tasks that are not currently being attempted by any other robot. Thus, a task \(h_t(a_{ij})\) that robot \(r_i\) will consider selecting in the active learning phase is determined by the following function:

\[ \text{learning\_impatience}_{ij}(t) = \begin{cases} 
0 & \sum_{r_x \in \text{robots\_present}(i, t)} \text{comm\_received}(i, x, j, 0, t) \neq 0 \\
1 & \text{otherwise} 
\end{cases} \]
This function says that a robot $r_i$ considers activating a task $h_i(a_{ij})$ only if $r_i$ has not received a communication message from some robot $r_x$ on the team indicating that $r_x$ is pursuing task $h_i(a_{ij})$.

For the quality metric of time, the robots judge the performance of other robots based on the time it takes to complete a given task. In this case, the robots maintain information on the average time plus one standard deviation required for an individual robot to complete a given task over the last $\mu$ trials.

$$\mu = \text{Number of trials over which task performance averages and standard deviations are maintained}$$

In our experiments, the value of $\mu$ can be fairly small – we found that maintaining information over about 5 trials provided good results. We thus define:

$$\text{task.time}_i(k, j, t) = \text{The average time over the last } \mu \text{ trials of robot } r_k \text{'s performance of task } h_i(a_{ij})$$

plus one standard deviation, as measured by robot $r_i$.

In the case of robot failure, the time attributed to the failed robot is some penalty factor (greater than 1) times the actual attempted time. This penalty factor in the case of task failure is important for allowing a robot to overcome its failure to achieve one task and go on to perform some other task at which it can succeed. The important point to note is that repeated failures cause the expected completion time of the failed task to monotonically increase, leading to slower rates of impatience for the failed task. If a robot continues to select a task at which it repeatedly fails, the updates to the impatience parameters eventually cause the robot to become more impatient to perform some other task at which it can succeed. This, therefore, prevents the robot from getting stuck forever performing a task at which it cannot succeed while it still has some task which it could successfully complete. Of course, the larger the penalty factor, the less likely the robot will repeatedly select a task at which it cannot succeed.

As specified by the L-ALLIANCE Action Selection Methodology, we define two categories of tasks:

$$\text{task.category}_{ij}(t) = \begin{cases} 1 & \text{if } (\text{task.time}_i(i, j, t) = \min_{r_x \in \text{robots.present}(i, t)} \text{task.time}_i(k, j, t)) \\
\quad \quad \quad \quad \quad \quad \quad \quad \text{and } (\sum_{r_x \in \text{robots.present}(i, t)} \text{comm.received}(i, x, j, t - \tau_i, t)) = 0) \\
2 & \text{otherwise} \end{cases}$$

This function says that task $h_i(a_{ij})$ belongs to the first category in robot $r_i$ at time $t$ if robot $r_i$’s expected task completion time for task $h_i(a_{ij})$ is the minimum of the robot team members that $r_i$ knows about, and if $r_i$ has not received a message from any other robot on the team, $r_x$, in the last $\tau_i$ time units which indicates that $r_x$ is currently performing task $h_i(a_{ij})$. Otherwise, the task belongs to the second category.

We note that due to the distributed implementation of L-ALLIANCE within an individual robot, the motivational behavior corresponding to a given task has no information about other tasks that may be required by the mission. Thus, a motivational behavior for a category 2 task cannot evaluate the state of the mission to make the decision as to whether all of the category 1 tasks are already completed. Thus, we implement the selective choice of all category 1 tasks first by incorporating a boredom factor. This boredom factor becomes active within a motivational behavior whenever the robot is idle. A robot will only select a category 2 task when its boredom reaches a certain level. Thus, this enables the robot to first activate any behavior set corresponding to a category 1 task before any of the category 2 tasks are executed.

We define the function that indicates the level of boredom of robot $r_i$ as follows. Given a boredom threshold, $\text{boredom.threshold}_i$, and a rate of boredom, $\text{boredom.rate}_i$, the boredom function is as follows:

$$\text{boredom.threshold}_i = \text{level of boredom at which robot } r_i \text{ ignores the presence of other robots able to perform some task not currently being executed}$$
boredom_rate_i = Rate of boredom of robot r_i

\[
boredom_i(t) = \begin{cases} 
0 & \text{for } t = 0 \\
(\prod_j activity\_suppression_{ij}(t)) \times (boredom_i(t - 1) + boredom\_rate_i) & \text{otherwise}
\end{cases}
\]

This function says that robot r_i’s level of boredom is 0 at time 0 and whenever some behavior set a_{ij} is active on r_i. Otherwise, the level of boredom increments linearly over time according to the rate boredom_rate_i.

The following function indicates whether the robot will consider the activation of the current behavior set:

\[
learned\_robot\_influence_{ij}(t) = \begin{cases} 
0 & \text{if } (boredom_i(t) < boredom\_threshold_i) \text{ and } (task\_category_{ij}(t) = 2) \\
1 & \text{otherwise}
\end{cases}
\]

The function says that robot r_i considers activating a task h_i(a_{ij}) at time t only if r_i believes that it (i.e., r_i) is the best performer of this task (in terms of the time metric), or if the robot is bored.

6.6. Robot Impatience

Three parameters are used to implement the robot impatience feature of L-ALLIANCE: φ_{ij}(k,t), δ_{slow_{ij}(k,t)}, and δ_{fast_{ij}(t)}. The first parameter, φ_{ij}(k,t), gives the time during which robot r_i is willing to allow robot r_k’s communication message to affect the motivation of behavior set a_{ij}.

φ_{ij}(k,t) = Time during which robot r_i is willing to allow robot r_k’s communication message to affect the motivation of behavior set a_{ij}.

= \begin{cases} 
task\_time_{ij}(k,j,t) & \text{if } (strategy = III) \\
task\_time_{ij}(i,j,t) & \text{if } (strategy = II)
\end{cases}

The next two parameters, δ_{slow_{ij}(k,t)} and δ_{fast_{ij}(t)}, give the rates of impatience of robot r_i concerning behavior set a_{ij} either while robot r_k is performing the task corresponding to behavior set a_{ij} (i.e., h_i(a_{ij})) or in the absence of other robots performing the task h_i(a_{ij}), respectively. We assume that the fast impatience parameter corresponds to a higher rate of impatience than the slow impatience parameter for a given behavior set in a given robot. The reasoning for this assumption should be clear — a robot r_i should allow another robot r_k the opportunity to accomplish its task before becoming impatient with r_k; however, there is no reason for r_i to remain idle if a task remains undone and no other robot is attempting that task.

The goal is to set these parameters to cause the motivational behaviors to interact in such a way that each robot selects tasks from category 1 according to the longest task first, and to select from the category 2 tasks according to the shortest task first. Because of the definition of the two task categories, the δ_{slow_{ij}(k,t)} parameters only affect tasks in the second category, which means that δ_{slow_{ij}(k,t)} should grow faster than δ_{slow_{ip}(k,t)} only if robot r_i expects to perform task h_i(a_{ij}) faster than it expects to perform task h_i(a_{ip}). The δ_{slow_{ij}(k,t)} parameter is therefore updated as follows:

δ_{slow_{ij}(k,t)} = \text{Rate of impatience of robot r_i concerning behavior set a_{ij} after discovering robot r_k performing the task corresponding to this behavior set}

= \frac{a}{φ_{ij}(k,t)}

This setting ensures that the time required for the behavior set’s motivation to increase from 0 until it exceeds the threshold of activation equals the time of r_i’s patience with r_k. Since the motivation is reset to 0 when r_k first begins execution of task h_i(a_{ij}), but never again, this ensures that r_i does indeed give r_k an opportunity to perform task h_i(a_{ij}). However, r_i cannot be fooled by repeated unsuccessful attempts
by \( r_k \) to perform task \( h_i(a_{ij}) \); thus \( r_i \) will eventually take over this task if \( r_k \) does not demonstrate its ability to accomplish it.

Now let us examine the \( \delta_{\text{fast}_{ij}}(t) \) parameters; these parameters can affect the selection of tasks from either task category 1 or 2, which means they must at times cause tasks to be selected according to the shortest first, and at other times according to the longest first. An additional detail concerning robot idle time between task activations must now be addressed. Any \( \delta_{\text{fast}_{ij}}(t) \) parameter corresponding to a task in the second category could be set the same as \( \delta_{\text{slow}_{ij}}(k, t) \) for some \( k \). This would indeed cause the tasks to be selected in ascending order according to the expected task completion time. However, we note that during the time in which the \( \delta_{\text{fast}_{ij}}(t) \) parameters are below the threshold \( \theta \), the robot is idle. Thus, setting a \( \delta_{\text{fast}_{ij}}(t) \) parameter the same as its corresponding \( \delta_{\text{slow}_{ij}}(k, t) \) parameter would cause the robot to wait for a period of time \( \phi_{ij}(k, t) \) before activating task \( h_i(a_{ij}) \), which in turn means that the robot would remain idle about as long as it spends performing tasks. This is clearly unacceptable for the sake of efficiency; thus, the \( \delta_{\text{fast}_{ij}}(t) \) parameter must be scaled such that robot idle time is reduced while maintaining the relative impatience rates across motivational behaviors.

One easy way of scaling the \( \delta_{\text{fast}_{ij}}(t) \) parameters is to multiply them by some constant greater than 1. However, while this approach does reduce the idle time and maintain the relative ordering among the tasks, it still does not place an upper bound on how long a robot might remain idle during its mission. A better way of scaling the idle times is to map them to some acceptable range based upon expected task completion time. To do this, we define the notion of a minimum allowable delay and a maximum allowable delay, which give the range of times a robot can remain idle while waiting on its next behavior set to be activated. The actual values for these allowable delays should be set by the human designer according to the application. The only restriction is that the minimum delay should be greater than 0. Then, the ideal method of scaling the rates to within this range requires the motivational behaviors to ascertain the global minimum and maximum expected task completion times across all tasks of the mission. The reason why the global minimum and maximum times are ideal is because this allows the rates of impatience for a given task to remain calibrated across robots. However, unless outer boundaries for these values are provided by the human designer in advance, this requirement violates the distributed nature of L-ALLIANCE across robots. Although it would be possible to provide the robots with the ability to determine these global minimum and maximum task completion times through the broadcast communication system, we decided not to violate the distributed nature of L-ALLIANCE across robots. Instead, we approximate these global minimum and maximum task completion times with the minimum and maximum task completion times known within a given robot. Although this, too, violates the purely distributed nature of L-ALLIANCE within an individual robot, it can easily be accomplished through message passing between the motivational behaviors or a shared memory location. With these new values, then, the proper settings of the \( \delta_{\text{fast}_{ij}}(t) \) parameters are determined as follows:

Let:

\[
\begin{align*}
\text{min\_delay} & = \text{minimum allowed delay} \\
\text{max\_delay} & = \text{maximum allowed delay} \\
\text{high} & = \max_{k,j} \text{task\_time}_i(k, j, t) \\
\text{low} & = \min_{k,j} \text{task\_time}_i(k, j, t) \\
\text{scale\_factor} & = \frac{\text{max\_delay} - \text{min\_delay}}{\text{high} - \text{low}}
\end{align*}
\]

Then:
\[ \delta_{fast_{ij}}(t) = \begin{cases} \min_{\theta \in \delta_{task_{time_{i,j,t}-low}}} \left[ \frac{\theta}{\delta_{\text{task}_{category_{ij}}(t)}} \times \text{scale}_{\text{actor}} \right] & \text{if } \text{task}_{category_{ij}}(t) = 2, \\ \text{max}_{\theta \in \delta_{task_{time_{i,j,t}-low}}} \left[ \frac{\theta}{\delta_{\text{task}_{category_{ij}}(t)}} \times \text{scale}_{\text{actor}} \right] & \text{otherwise} \end{cases} \]

Thus, in the case of category 2 tasks, the fast impatience rates grow more quickly for the shorter tasks, whereas category 1 task impatience rates grow more quickly for longer tasks. In either case, the maximum delay before task activation is \( \text{max}_{\text{delay}} \).

The specification of when the impatience rate for a behavior set \( a_{ij} \) should grow according to the slow impatience rate and when it should grow according to the fast impatience rate is given by the following function:

\[
\text{impatience}_{ij}(t) = \begin{cases} \min_k (\delta_{slow_{ij}}(k, t)) & \text{if } (\text{comm}_{received}(i, k, j, t - \tau_i, t) = 1) \\
\delta_{fast_{ij}}(t) & \text{and } (\text{comm}_{received}(i, k, j, 0, t - \delta_{ij}(k, t)) = 0) \\
\delta_{fast_{ij}}(t) & \text{otherwise} \end{cases}
\]

Thus, the impatience rate will be the minimum slow rate, \( \delta_{slow_{ij}}(k, t) \), if robot \( r_i \) has received communication indicating that robot \( r_k \) is performing the task \( h_i(a_{ij}) \) in the last \( \tau_i \) time units, but not for longer than \( \delta_{ij}(k, t) \) time units. Otherwise, the impatience rate is set to \( \delta_{fast_{ij}}(t) \).

The final detail to be addressed is to cause a robot’s motivation to activate behavior set \( a_{ij} \) to go to 0 the first time it hears about another robot performing task \( h_i(a_{ij}) \). This is accomplished through the following:

\[
\text{impatience}_{reset_{ij}}(t) = \begin{cases} 0 & \text{if } \exists k \left( (\text{comm}_{received}(i, k, j, t - \delta t, t) = 1) \right. \\
& \left. (\text{comm}_{received}(i, k, j, 0, t - \delta t) = 0) \right), \text{where} \\
\delta t = \text{time since last communication check} \\
1 & \text{otherwise} \end{cases}
\]

This reset function causes the motivation to be reset to 0 if robot \( r_i \) has just received its first message from robot \( r_k \) indicating that \( r_k \) is performing task \( h_i(a_{ij}) \). This function allows the motivation to be reset no more than once for every robot team member that attempts task \( h_i(a_{ij}) \). Allowing the motivation to be reset repeatedly by the same robot would allow a persistent, yet failing robot to jeopardize the completion of the mission.

### 6.7. Robot acquiescence

Two parameters are used to implement the robot acquiescence characteristic of ALLIANCE: \( \psi_{ij}(t) \) and \( \lambda_{ij}(t) \).

\[
\psi_{ij}(t) = \text{Time robot } r_i \text{ wants to maintain behavior set } a_{ij} \text{'s activity before yielding to another robot.} = \begin{cases} \text{task}_{time_{i,j,t}} & \text{if } (\text{strategy} = \text{III}) \\
\min_{k \in \text{robots}_{\text{present}(i,t)}} \text{task}_{time_{i,k,j,t}} & \text{if } (\text{strategy} = \text{II}) \end{cases}
\]

\[
\lambda_{ij}(t) = \text{Time robot } r_i \text{ wants to maintain behavior set } a_{ij} \text{'s activity before giving up to try another behavior set.}
\]

The first parameter, \( \psi_{ij}(t) \), is updated according to the current impatience/acquiescence parameter update strategy, as follows:

- For mildly heterogeneous teams in which the Progress When Working condition does not hold, \( \psi_{ij}(t) \) should be set to \( \text{task}_{time_{i,j,t}}(i,j,t) \) (i.e. the time \( r_i \) expects to need to complete task \( h_i(a_{ij}) \); this is strategy III).
Otherwise, \( \psi_{ij}(t) \) should be set to \( \min_{r_k \in \text{robots}\_\text{present}(i,t)} \text{task\_time}_i(k,j,t) \) (i.e. the minimum time \( r_i \) expects any robot would need to perform task \( h_i(a_{ij}) \); this is strategy II).

The second robot acquiescence parameter, \( \lambda_{ij}(t) \), gives the time robot \( r_i \) wants to maintain behavior set \( a_{ij} \) activation before giving up to possibly try another behavior set. The value of the \( \lambda_{ij}(t) \) parameter is based upon the time robot \( r_i \) expects it requires to perform task \( h_i(a_{ij}) \). This parameter should be conservatively set, however, so that mild underestimates of expected task time do not cause a robot to give up prematurely. Values for \( \lambda_{ij}(t) \) set at two or three times the expected task completion time work well in practice.

The following \textit{acquiescence} function indicates when a robot has decided to acquiesce its task:

\[
acquiescence_{ij}(t) = \begin{cases} 
0 & \text{if } ((\text{behavior set } a_{ij} \text{ of robot } r_i \text{ has been active for more than } \psi_{ij}(t) \text{ time units at time } t) \text{ and} \\
& (\exists \text{comm\_received}(i,x,j,t - \tau_{ij},t) = 1)) \\
1 & \text{otherwise}
\end{cases}
\]

This function says that a robot \( r_i \) will not acquiesce behavior set \( a_{ij} \) until one of the following conditions is met:

- \( r_i \) has worked on task \( h_i(a_{ij}) \) for a length of time \( \psi_{ij}(t) \) and some other robot has taken over task \( h_i(a_{ij}) \)
- \( r_i \) has worked on task \( h_i(a_{ij}) \) for a length of time \( \lambda_{ij}(t) \)

6.8. Motivation calculation

All of these inputs can now be combined into a simple motivational behavior calculation. During the active learning phase, the motivation of robot \( r_i \) to perform behavior set \( a_{ij} \) at time \( t \) is calculated as follows:

\texttt{DURING ACTIVE LEARNING PHASE:}

\[
\text{random\_increment} \leftarrow \theta \times (\text{a random number between 0 and 1}) \\
m_{ij}(0) = 0 \\
m_{ij}(t) = [m_{ij}(t-1) + \text{random\_increment}] \times \text{sensory\_feedback}_{ij}(t) \times \text{activity\_suppression}_{ij}(t) \times \text{learning\_impatience}_{ij}(t)
\]

The motivation to perform any given task thus increments at some random rate until it crosses the threshold, unless the task becomes complete (\textit{sensory\_feedback} goes to 0), some other behavior set activates first (\textit{activity\_suppression} is 0), or some other robot has taken on that task (\textit{learning\_impatience} equals 0).

\texttt{DURING ADAPTIVE PHASE:}

When the robots are working on a “live” mission, their motivations to perform their tasks increment according to the robots’ learned information. The motivations are thus calculated as follows:

\[
m_{ij}(0) = 0 \\
m_{ij}(t) = [m_{ij}(t-1) + \text{impatience}_{ij}(t)] \times \text{sensory\_feedback}_{ij}(t) \times \text{activity\_suppression}_{ij}(t) \times \text{impatience\_reset}_{ij}(t) \times \text{acquiescence}_{ij}(t) \times \text{learned\_robot\_influence}_{ij}(t)
\]
Robot $r_i$’s motivation to perform any given task during the adaptive phase thus increments at the proper impatience rate (based upon the activities of other robots) until it crosses the threshold, unless the task becomes complete (sensory feedback), some other behavior set activates first (activity suppression), some other robot has taken over that task (impatience reset), the robot decides to acquiesce the task (acquiescence), or some other robot is present that should be able to accomplish the task better than $r_i$ (learned robot influence).

In either the active or the adaptive learning phases, when behavior set $a_{ij}$ is operational in robot $r_i$, the corresponding motivational behavior broadcasts $r_i$'s current activity to its teammates at a rate of $\rho_i$.

7. Robot Experimental Results and Discussion

The ALLIENCE and L-ALLIENCE architectures have been successfully implemented in a variety of proof of concept applications on both physical and simulated mobile robots. The applications implemented on physical robots include a “mock” hazardous waste cleanup task [28], [31], cooperative manipulation [32], cooperative observation of multiple moving targets [35], and a cooperative box pushing task, which is described in this section. Over 50 logged physical robot runs of the hazardous waste cleanup and the cooperative manipulation tasks were completed, as well as hundreds of runs of the cooperative observation of multiple moving targets. In addition, over 30 physical robot runs of the box pushing task were completed to elucidate the important issues in heterogeneous robot cooperation. Many runs of each of these physical robot applications are available on videotape. The applications using simulated mobile robots include a janitorial service mission and a bounding overwatch mission (reminiscent of military surveillance), which involved dozens of runs each. Details of these implementations are reported in [28], [29], [31].

The cooperative box pushing task offers a simple and straightforward illustration of the key characteristics of the ALLIENCE and L-ALLIENCE architectures: fault tolerant action selection and adaptive control due to dynamic changes in the robot team, including increased heterogeneity. This box pushing task requires a long box to be pushed across a room; the box is sufficiently heavy and long that one robot cannot push at the fulcrum of the box to move it across the room. Thus, the box must be pushed at both ends in order to accomplish this task. To synchronize the pushing at the two ends, the task is defined in terms of two recurring subtasks — (1) push a little on the left end, and (2) push a little on the right end — neither of which can be activated (except for the first time) unless the opposite side has just been pushed. Note that our emphasis in these experiments is on issues of fault tolerant cooperation and adaptation rather than in the design of the ultimate box pusher. Others have demonstrated the ability to cooperatively push objects in various ways (e.g., [11], [42], [20], [25], [37]), but without demonstrating capabilities for dynamic action selection due to changes in the robot team, including increased heterogeneity. Thus, we are not concerned here with issues such as robots pushing the box into a corner, obstacles interfering with the robots, how robots detect box alignment, and so forth.

In [33], we reported on the basic box pushing experiment from the ALLIENCE perspective. In this section, we provide extended results using the L-ALLIENCE mechanisms, showing the L-ALLIENCE parameter settings and learned quality measurements, as well as typical motivational traces of the experimental runs.

7.1. Physical Robot Team

The box pushing application was implemented using three mobile robots of two types — two R-2 robots and one Genghis-II, which we will call BLUE, GREEN, and GENGHIS. All of these robots were designed and manufactured by IS Robotics, Inc. The first type of robot, the R-2, has two drive wheels arranged as a differential pair, and a pair of gripper fingers in front. Its sensor suite includes eight infrared sensors and seven bump sensors evenly distributed around the front, sides, and back of the robot. The second
type of robot, Genghis-II, is a legged robot with six two-degree-of-freedom legs. Its sensor suite includes two whiskers and force detectors on each leg.

A radio communication system [17] was used in our physical robot implementations to allow the robots to communicate their current actions to each other. This system consisted of a radio modem attached to each robot, plus a base station that is responsible for preventing message interference by time-slicing the radio channel among robots. The design of the radio system limits the frequency of messages between robots to only one message every three seconds. All of the results described in this article, therefore, involve communication between robots at no more than about \( \frac{1}{3} \) Hertz.

7.2. Robot Software Design

Since the capabilities of the R-2 and Genghis-II robots differ, the software design of the box pushing application for these robots varies somewhat. We therefore describe the L-ALLIANCE box pushing software of these robots separately.

R-2 Control

Figure 3 shows the L-ALLIANCE implementation of the box pushing application for the R-2 robots BLUE and GREEN. As shown in this figure, the R-2 is controlled by two behavior sets — one for pushing a little on the left end of the box (called push\(_{\text{left}}\)), and one for pushing a little on the right end of the box (called push\(_{\text{right}}\)). As specified by the L-ALLIANCE architecture, the activation of each of these behavior sets is controlled by a motivational behavior. We now examine the design of the push\(_{\text{left}}\) motivational behavior and the push\(_{\text{left}}\) behavior set of a robot \( r_i \) in more detail; the push\(_{\text{right}}\) design is symmetric to that of push\(_{\text{left}}\).

The sensory feedback required before the push\(_{\text{left}}\) motivational behavior within \( r_i \) can activate its behavior set is an indication that the right end of the box has just been pushed. This requirement is indicated in Figure 3 by the pushed-at-right arrow entering the push\(_{\text{left}}\) motivational behavior. The right end of the box can be pushed either by some robot other than \( r_i \), or it can be pushed by \( r_i \) itself. If \( r_i \) is the robot doing the pushing, then the pushed-at-right feedback comes from an internal message from \( r_i \)’s push\(_{\text{right}}\) motivational behavior. However, if some robot other than \( r_i \) is pushing, then \( r_i \) must detect when that other robot has completed its push. Since this detection is impossible for the R-2s with their current sensory suites, the robots are provided with this capability by having the team members broadcast a message after each push that indicates the completion of their current push. The pushing is initiated at the beginning of the application by programming the control code so that each robot believes that the opposite end of the box has just been pushed.

When the sensory feedback is satisfied, the push\(_{\text{left}}\) motivational behavior grows impatient at either a rate \( \delta_{\text{fast},i,\text{push}_{\text{left}}}(t) \) (the \( i \) subscript stands for either BLUE or GREEN) if no other robot is performing the push\(_{\text{left}}\) task, or at a rate \( \delta_{\text{slow},i,\text{push}_{\text{left}}}(k,t) \) when robot \( r_k \) is performing the push\(_{\text{left}}\) task. When the push\(_{\text{left}}\) motivation grows above threshold, the push\(_{\text{left}}\) behavior set is activated. The push\(_{\text{left}}\) behavior set involves first acquiring the left end of the box and then pushing a little on that end. If the robot is already at the left end of the box, then no acquiring has to take place. Otherwise, the R-2 assumes it is at the right end of the box, and moves to the left end of the box by using the infrared sensors on its right side to follow the box to the end, and then backing up and turning into the box. As we shall see below, this ability to acquire the opposite end of the box during the application is important to achieving fault tolerant cooperative control. At the beginning of the application, we would ideally like the R-2 to be able to locate one end of the box on its own. However, since this is beyond the scope of these proof of concept experiments, an implicit assumption is made in the R-2 control that at the beginning of the task, the R-2 is facing into a known end of the box.
As the R-2 pushes, it uses the infrared sensors at the ends of its gripper fingers to remain in contact with the box. The current push is considered to be complete when the R-2 has pushed for a prescribed period of time. After the push_left task is completed, the motivation to perform that task temporarily returns to 0. However, the motivation begins growing again as soon as the sensory feedback indicates the task is needed.

**Genghis-II Control**

*Genghis* and the R-2s are different in two primary ways. First, *Genghis* cannot acquire the opposite end of the box, due to a lack of sensory capabilities, and second, *Genghis* cannot push the box as quickly as an R-2, due to less powerful effectors. The first difference means that *Genghis* can only push at its current location. Thus, implicit in the control of *Genghis* is the assumption that it is located at a known end of the box at the beginning of the task. The second difference with the R-2s implies that if an R-2 pushes with the same duration, speed, and frequency when teamed with *Genghis* as it does when teamed with another R-2, the robot team will have problems accomplishing its task due to severe box misalignment.

Figure 4 shows the organization of *Genghis*'s box pushing software. As this figure shows, *Genghis* is controlled by two behavior sets, each of which is under the control of a motivational behavior. *Genghis*'s pushing at its current location is controlled by the push behavior set. The only sensory feedback which satisfies the push motivational behavior is that which indicates that some other robot is pushing the opposite end of the box. This requirement is shown in Figure 4 as the pushed-at-left/right arrow going into the push motivational behavior. Once the sensory feedback is satisfied, *Genghis* becomes impatient to perform the push behavior at a rate $\delta_{fast, push}(t)$ Once the motivation crosses the threshold of activation, the push behavior set is activated, causing *Genghis* to push the box by walking into it while using its whiskers to maintain contact with the box. Once *Genghis* has pushed
a given length of time, the motivation to perform push returns to 0, growing again whenever the sensory feedback is satisfied.

The sensory feedback required for the go_home behavior set to be activated is the opposite of that required for the push behavior set — namely, that no other robot is pushing at the opposite end of the box. When the sensory feedback for go_home is satisfied, the motivation to activate go_home grows at the rate $\delta_{fast_{go\_home}}(t)$, with the behavior set being activated as soon as the motivation crosses the threshold. The go_home behavior set causes GENGHIS to walk away from the box; in effect, GENGHIS gives up on this task when no other robot is present to push at the opposite end of the box.

### 7.3. Initial Learning of Parameter Settings

We began the experiments by allowing the robots to perform their box pushing tasks while teamed with one of the other available robots during the L-ALLIANCE active learning phase. During this period, the robots monitored the performance of their teammates in performing tasks of interest to them. This learning time was quite simple, only requiring robots to note the task completion times. The L-ALLIANCE performance monitors then instantiated the various parameters of the system according to the learned task times. Once the active learning phase was complete (5 trials), the robots were ready to perform their tasks in the adaptive learning phase, as described in the next subsections.

We now summarize the parameters of these experiments. First, the definition of the task team is:

$$R = \{\text{GREEN, BLUE, GENGHIS}\}$$

$$T = \{\text{push\_left, push\_right, go\_home}\}$$

$$A_{\text{BLUE}} = A_{\text{GREEN}} = \{\text{push\_left, push\_right}\}$$
\[ A_{\text{GENGHIS}} = \{\text{push, go\_home}\} \]

\[
\begin{align*}
    h_{\text{GREEN}}(\text{push\_left}) &= \text{push\_left} \\
    h_{\text{GREEN}}(\text{push\_right}) &= \text{push\_right} \\
    h_{\text{BLUE}}(\text{push\_left}) &= \text{push\_left} \\
    h_{\text{BLUE}}(\text{push\_right}) &= \text{push\_right} \\
    h_{\text{GENGHIS}}(\text{push}) &= \begin{cases} 
        \text{push\_left} & \text{if GENGHIS is on left side} \\
        \text{push\_right} & \text{if GENGHIS is on right side} 
    \end{cases} \\
    h_{\text{GENGHIS}}(\text{go\_home}) &= \text{go\_home} \\
    \theta &= 1 \\
    \rho_{\text{GREEN}} = \rho_{\text{BLUE}} = \rho_{\text{GENGHIS}} &= 1/3 \\
    \tau_{\text{GREEN}} = \tau_{\text{BLUE}} = \tau_{\text{GENGHIS}} &= 5 \\
    \min\_\text{delay} &= 0.1 \\
    \max\_\text{delay} &= 1
\end{align*}
\]

Table 2 gives the values learned for \(\text{task\_time}_i(k, j, t)\). For the two R-2 robots, the task times are stored as two components – one for acquiring the opposite end of the box, and one for pushing the box. From these task times, the parameters corresponding to robot impatience and robot acquiescence are derived, as shown in Tables 3 through 7.

7.4. Experiments and Results

To demonstrate the fault tolerant, adaptive nature of the L-ALLIANCE architecture due to changes in the robot team capabilities, we undertook two basic experiments using the box pushing application. Both of these experiments began with two R-2s (GREEN and BLUE) pushing the box — one at each end of the box — as illustrated in Figure 5.

After the two R-2s push the box for a while we dynamically altered the capabilities of the robot team in two ways. In the first experiment, we altered the team by seizing one of the R-2 robots (GREEN) during the task and turning it off, mimicking a robot failure; we then later added it back into the team. In the second experiment, we again seized one of the R-2 robots (GREEN), but this time we replaced it
Table 3. The learned values for $\phi_{ij}(k,t)$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$k$</th>
<th>$a_{ij} = \text{push left}$</th>
<th>$a_{ij} = \text{push right}$</th>
<th>$a_{ij} = \text{push}$</th>
<th>$a_{ij} = \text{go home}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE</td>
<td>GREEN</td>
<td>15</td>
<td>15</td>
<td>0.07</td>
<td>1/15</td>
</tr>
<tr>
<td>BLUE</td>
<td>GENGHIS</td>
<td>30</td>
<td>30</td>
<td>0.03</td>
<td>1/30</td>
</tr>
<tr>
<td>GREEN</td>
<td>BLUE</td>
<td>15</td>
<td>15</td>
<td>0.07</td>
<td>1/15</td>
</tr>
<tr>
<td>GREEN</td>
<td>GENGHIS</td>
<td>30</td>
<td>30</td>
<td>0.03</td>
<td>1/30</td>
</tr>
<tr>
<td>GENGHIS</td>
<td>BLUE</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GENGHIS</td>
<td>GREEN</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. The learned values for $\delta_{\text{slow}_{ij}}(k,t)$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$k$</th>
<th>$a_{ij} = \text{push left}$</th>
<th>$a_{ij} = \text{push right}$</th>
<th>$a_{ij} = \text{push}$</th>
<th>$a_{ij} = \text{go home}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE</td>
<td>GREEN</td>
<td>1/15 = 0.07</td>
<td>1/15 = 0.07</td>
<td>1/30 = 0.03</td>
<td>1/30 = 0.03</td>
</tr>
<tr>
<td>BLUE</td>
<td>GENGHIS</td>
<td>1/15 = 0.07</td>
<td>1/15 = 0.07</td>
<td>1/30 = 0.03</td>
<td>1/30 = 0.03</td>
</tr>
<tr>
<td>GREEN</td>
<td>BLUE</td>
<td>1/15 = 0.07</td>
<td>1/15 = 0.07</td>
<td>1/30 = 0.03</td>
<td>1/30 = 0.03</td>
</tr>
<tr>
<td>GREEN</td>
<td>GENGHIS</td>
<td>1/15 = 0.07</td>
<td>1/15 = 0.07</td>
<td>1/30 = 0.03</td>
<td>1/30 = 0.03</td>
</tr>
<tr>
<td>GENGHIS</td>
<td>BLUE</td>
<td>1/\infty = 0</td>
<td>1/\infty = 0</td>
<td>1/\infty = 0</td>
<td></td>
</tr>
<tr>
<td>GENGHIS</td>
<td>GREEN</td>
<td>1/\infty = 0</td>
<td>1/\infty = 0</td>
<td>1/\infty = 0</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. The learned values for $\delta_{\text{fast}_{ij}}(t)$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a_{ij} = \text{push left}$</th>
<th>$a_{ij} = \text{push right}$</th>
<th>$a_{ij} = \text{push}$</th>
<th>$a_{ij} = \text{go home}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE</td>
<td>$\delta_{\text{fast}<em>{ij}}(t) = \max</em>{\text{delay}<em>{ij} = {\text{task}</em>{ij}(s,j,t) = \text{low}} \times \text{scale}_{ij}}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>GREEN</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>GENGHIS</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. The learned values for $\psi_{ij}(t)$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a_{ij} = \text{push left}$</th>
<th>$a_{ij} = \text{push right}$</th>
<th>$a_{ij} = \text{push}$</th>
<th>$a_{ij} = \text{go home}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE</td>
<td>$\psi_{ij}(t) = \text{task}_{ij}(i,j,t)$</td>
<td>15</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>GREEN</td>
<td></td>
<td>15</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>GENGHIS</td>
<td></td>
<td>30</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>(i)</td>
<td>(a_{ij} = \text{push}_\text{left})</td>
<td>(a_{ij} = \text{push}_\text{right})</td>
<td>(a_{ij} = \text{push})</td>
<td>(a_{ij} = \text{go}_\text{home})</td>
</tr>
<tr>
<td>------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>(\lambda_{ij}(t) = 3 \ast \text{task}_\text{time}_i(i,j,t))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{BLUE})</td>
<td>45</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{GREEN})</td>
<td>45</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{GENGHIS})</td>
<td>90</td>
<td>51</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Table 7. The learned values for \(\lambda_{ij}(t)\).*

Fig. 5. The beginning of the box pushing application. Two R-2s are pushing the box across the room. (The R-2 robot \(\text{GREEN}\) is on the left, the R-2 robot \(\text{BLUE}\) is on the right.)

with \(\text{GENGHIS}\), thus making the team much more heterogeneous; we then later seized the remaining R-2 robot (\(\text{BLUE}\)), leaving \(\text{GENGHIS}\) as the sole team member. While the experiments reported here are for a relatively short snapshot of time, it should be clear that the L-ALLIANCE approach can continually adapt the actions of robots over time to achieve the goal of lifelong implementations of heterogeneous multi-robot teams.

**Experiment 1: Robot “failure”.** As we have emphasized, a primary goal of our architecture is to allow robots to dynamically reselect their actions in response to changes in their situation, such as failures of robot team members. Thus, by seizing an R-2 (in this case, \(\text{GREEN}\)) and turning it off, we test the ability of the remaining R-2 (\(\text{BLUE}\)) to respond to that “failure” and adapt its action selection accordingly. In this experiment, what we observe after the seizure is that after a brief pause (which is dependent upon the setting of the \(\delta_{\text{slow}_\text{BLUE},j}(k,t)\) parameter), \(\text{BLUE}\) begins acquiring the opposite end of the box, as shown in Figure 6, and then pushes at its new end of the box. \(\text{BLUE}\) continues its back and forth pushing, executing both tasks of pushing the left end of the box and pushing the right end of the box as long as it fails to hear through the broadcast communication mechanism that another robot is performing the push at the opposite end of the box. When we add \(\text{GREEN}\) back in, however, \(\text{BLUE}\) adapts its actions again, now just pushing one side of the box, since it is satisfied that the other end of the box is also getting pushed. Thus, the robot team demonstrates its ability to recover from the failure of a robot team member.

Figure 7 shows the motivational trace of these robot during this experiment. This figure shows the two robots, \(\text{BLUE}\) and \(\text{GREEN}\), each with two behavior sets, \(\text{push}_\text{right}\) and \(\text{push}_\text{left}\). In these traces, the dashed lines show the extent of the activation levels – from 0 to the threshold \(\theta\).
Fig. 6. Fault tolerant action selection. In the first experiment, we seize \textit{GREEN} and turn it off. This causes \textit{BLUE} to have to perform both tasks of the box pushing application: pushing at the right end of the box, and pushing at the left end of the box. Here, \textit{BLUE} is acquiring the right end of the box.

Fig. 7. Motivational levels for behavior sets during experiment with two R-2 robots. During the middle of the experiment, we removed \textit{GREEN}, during which time \textit{BLUE} had to push at both sides of the box. We later added \textit{GREEN} back into the application, which resulted in \textit{BLUE} adapting again to only push at one end of the box.
Fig. 8. Adaptivity due to heterogeneity. In the second experiment, we again seize one of the R-2 robots, but this time we replace it with **GENGHIS**. Since **GENGHIS** cannot push as powerfully as an R-2, the remaining R-2 robot adapts its actions by pushing less frequently.

**Experiment 2: Increased heterogeneity.** Another goal of our architecture is to allow heterogeneous robot teams to work together efficiently. As we have noted earlier, robots can be heterogeneous in two obvious ways. First, robots may differ in which tasks they are able to accomplish, and second, robots may differ in how well they perform the same task. In this experiment, we deal primarily with the second type of heterogeneity, in which **GENGHIS** and the R-2 robots use different mechanisms for pushing the box. By substituting robots during the middle of a task, we test the ability of the remaining team member to respond to the dynamic change in the heterogeneity of the team.

What we observe in this experiment is that the remaining R-2 (here, **BLUE**) begins pushing much less frequently as soon as it hears that **GENGHIS**, rather than an R-2, is the robot pushing the opposite end of the box. Thus, the robots remain more or less aligned during their pushing. Figure 8 illustrates **BLUE** and **GENGHIS** pushing together. Figure 9 shows the trace of the levels of activation of the behavior sets during this experiment.

The reduced rate of pushing in **BLUE**, when **GENGHIS** is added, is caused by the following. First, **BLUE**'s $\delta_{\text{slow } BLUE, i}(\text{GREEN}, t)$ and $\delta_{\text{slow } BLUE, j}(\text{GENGHIS})$ parameters differ somewhat since **GENGHIS** is slower at pushing the box than the R-2s. In addition, once **GENGHIS** is swapped into the team, it takes longer to complete its pushing than **GREEN** did. This in turn causes the sensory feedback of **BLUE**'s push_left motivational behavior to not be satisfied as frequently, and thus **BLUE**'s push_left behavior set cannot be activated as frequently. In the meantime, **BLUE**'s push_right motivational behavior is becoming more impatient to activate the push_right behavior set since it is not hearing that any other robot is accomplishing its task. However, since the push_right motivation is now growing at a reduced rate of impatience, $\delta_{\text{slow } BLUE, \text{push}_\text{right}}(\text{GENGHIS})$, the motivation to activate the push_right behavior set does not cross the threshold of activation before **GENGHIS** announces its completion of the task. This in turn prevents **BLUE** from taking over the push of the right side of the box as long as **GENGHIS** continues to push. In this manner, **BLUE** demonstrates its ability to adapt to a dynamic change in team heterogeneity.

We complete this experiment by removing **BLUE** from the team. This causes **GENGHIS** to activate its go_home behavior, since it cannot complete the box pushing task on its own. Thus, **GENGHIS** also demonstrates its adaptive action selection due to the actions and failures of robot team members.

7.5. Discussion

The types of situations that L-ALLIANCE is designed to handle over the lifetime of a mission include:

- New team composition
Fig. 9. The trace of the activation levels of the behavior sets during the second experiment.
• Improved individual robot capabilities
• Degraded individual robot capabilities
• New individual robot capabilities
• Environmental and mission changes

The experiments reported in this section illustrate how the L-ALLIANCE architecture allows robots to learn about their teammates’ capabilities and to adapt their action selections during a mission in response to varying robot capabilities and team composition. While we do not report additional experiments here, it should be clear that the L-ALLIANCE mechanism allows the robot team to adapt to a variety of situations that occur over time – with the caveat that the underlying assumptions of L-ALLIANCE are true in the given application. (See section 9 for a summary of the limitations of L-ALLIANCE.)

When the composition of the team changes, the immediate effect on the action selection decisions is dependent upon the previous knowledge teammates have of the new team members. If prior experience is available, stored in the form of the quality measurements of the robots performing tasks pertinent to the current mission, then the effect on action selections is immediate and efficient. If no prior knowledge is available, then the team will improve its performance over time as the new robot performs tasks under the observation of other robot team members. The speed of this improvement is dependent upon the value of \( \mu \) – the number of trials over which performance data is maintained.

Since the robot team members are continually monitoring the performance of their teammates and updating the performance measurements accordingly, the response to improved or degraded capabilities is also automatic (again, depending upon the value of \( \mu \)), regardless of the length of the mission.

Thus, by simply incorporating the ongoing observation of the quality of performance (here, time of task completion) into the parameter update mechanism, the parameters upon which action selections are made will continually adapt over time as the situation changes.

8. Related Work

The amount of research in the field of cooperative mobile robotics has grown substantially in recent years. This work can be broadly categorized into two groups: swarm-type cooperation and “intentional” cooperation. A number of researchers have studied the issues of swarm robotics. Deneubourg et al. [10] describe simulation results of a distributed sorting algorithm. Therault et al. [45] extract cooperative control strategies, such as foraging, from a study of Polistes wasp colonies. Steels [41] presents simulation studies of the use of several dynamical systems to achieve emergent functionality as applied to the problem of collecting rock samples on a distant planet. Droogel and Ferber [12] describe simulation studies of foraging and chain-making robots. In [24] Mataric describes the results of implementing group behaviors such as dispersion, aggregation, and flocking on a group of physical robots. Beni and Wang [4] describe methods of generating arbitrary patterns in cyclic cellular robotics. Kube and Zhang [20] present the results of implementing an emergent control strategy on a group of five physical robots performing the task of locating and pushing a brightly lit box. Stilwell and Bay [42] present a method for controlling a swarm of robots using local force sensors to solve the problem of the collective transport of a palletized load. Arkin et al. [1] present research concerned with sensing, communication, and social organization for tasks such as foraging. The CEBOT work, described in [14] and many related papers, has many similar goals to other swarm-type multi-robotic systems; however, the CEBOT robots can be one of a number of robot classes, rather than purely homogeneous.

The primary difference between these approaches and the problem addressed in this article is that the above approaches are designed strictly for homogeneous robot teams, in which each robot has the same capabilities and control algorithm. Additionally, issues of efficiency are largely ignored. However, in heterogeneous robot teams such as those addressed in this article, not all tasks can be performed by all team members, and even if more than one robot can perform a given task, they may perform that task quite differently. Thus the proper mapping of subtasks to robots is dependent upon the capabilities
and performance of each robot team member. This additional constraint brings many complications to a workable architecture for robot cooperation, and must be addressed explicitly to achieve the desirable level of cooperation.

The second primary area of research in cooperative control deals with achieving “intentional” cooperation among a limited number of typically heterogeneous robots performing several distinct tasks. In this type of cooperative system, the robots often have to deal with some sort of efficiency constraint that requires a more directed type of cooperation than is found in the swarm approach described above. Furthermore, this second type of mobile robotic mission usually requires that several distinct tasks be performed. These missions thus usually require a smaller number of possibly heterogeneous mobile robots involved in more purposeful cooperation. Although individual robots in this approach are typically able to perform some useful task on their own, groups of such robots are often able to accomplish missions that no individual robot can accomplish on its own. Key issues in these systems include robustly determining which robot should perform which task so as to maximize the efficiency of the team and ensuring the proper coordination among team members to allow them to successfully complete their mission.

Most of the existing work on heterogeneous physical robots uses a traditional artificial intelligence approach, which breaks the robot controller into modules for sensing, world modeling, planning, and acting (hence, the sense-plan-act paradigm), rather than the functional decomposition or behavior-based approaches. Noreils [26] describes one such sense-plan-act control architecture which includes three layers of control: the planner level, which manages coordinated protocols, decomposes tasks into smaller subunits, and assigns the subtasks to a network of robots; the control level, which organizes and executes a robot’s tasks; and the functional level, which provides controlled reactivity. He reports on the implementation of this architecture on two physical mobile robots performing conveying and box pushing. In both of these examples, one of the robots acts as a leader, and the other acts as a follower.

Caloud et al. [6] describe another sense-plan-act architecture which includes a task planner, a task allocator, a motion planner, and an execution monitor. Each robot obtains goals to achieve either based on its own current situation, or via a request by another team member. They use Petri Nets for interpretation of the plan decomposition and execution monitoring.

In [2] and elsewhere, Asama et al. describe their decentralized robot system called ACTRESS, addressing the issues of communication, task assignment, and path planning among heterogeneous robotic agents. Their approach revolves primarily around a negotiation framework which allows robots to recruit help when needed. They have demonstrated their architecture on mobile robots performing a box pushing task.

Wang [46] addresses a similar issue to that addressed in here — namely, dynamic, distributed task allocation when more than one robot can perform a given task. He proposes the use of several distributed mutual exclusion algorithms that use a “sign-board” for inter-robot communication. These algorithms are used to solve problems including distributed leader finding, the N-way intersection problem, and robot ordering. However, their research does not address issues of dynamic reallocation due to robot failure and efficiency issues due to robot heterogeneity.

Cohen et al. [8] propose a hierarchical subdivision of authority to address the problem of cooperative fire-fighting. They describe their Phoenix system, which includes a generic simulation environment and a real-time, adaptive planner. The main controller in this architecture is called the Fireboss, which maintains a global view of the environment, forms global plans, and sends instructions to agents to activate their own local planning.

Ohko et al. [27] describe a learning system, called LEMMING, which learns knowledge quite similar to that learned in L-ALLIANCE. In their system, however, this knowledge is used by a case-based reasoner for reducing the communication flow between distributed agents. These distributed agents use the Contract Net Protocol [38] to negotiate the allocation of tasks. With LEMMING, the agents can often use point-to-point communication rather than broadcast communication to recruit help directly from those agents known to have the capabilities to perform a given task, thus reducing the overall
communication traffic. They present results from a simulation application involving the movement of objects from one location to another by a team of distributed agents.

Much theoretical work has been accomplished for intentional agent control by the Distributed Artificial Intelligence (DAI) community ([5] contains many examples). In most of this work, the issue of task allocation has been the driving influence that dictates the design of the architecture for cooperation, since the selected approach to task allocation invariably restricts the potential solutions to other issues of cooperation, such as conflict resolution.

Typically, the DAI approaches use a distributed, negotiation-based mechanism to determine the allocation of tasks to agents, using a variety of proposed protocols (e.g., [9], [39], [13], [19], [36], [49]). Under these negotiation schemes, no centralized agent has full control over which tasks individual team members should perform. Instead, many agents know which subtasks are required for various portions of the mission to be performed, along with the skills required to achieve these subtasks. These agents then broadcast a request for bids to perform these subtasks, which other agents may respond to if they are available and want to perform these tasks. The broadcasting agent then selects an agent from those that respond and awards the task to the winning agent, who then goes on to perform that task, recruiting yet other agents to help if required.

However, although DAI work has demonstrated success in a number of domains (e.g. distributed vehicle monitoring [21] and distributed air traffic control [7]), the proposed solutions have rarely been demonstrated as directly applicable to situated agent (i.e. robotic) teams, which have to live in, and react to, a dynamic and uncertain environment using noisy sensors and effectors, and a limited bandwidth, noisy communication mechanism. They typically rely on unrealistic “black boxes” to provide high-level, perfect sensing and action capabilities. Furthermore, as with the approaches of the previous subsection, these DAI approaches typically ignore or only give brief treatment to the issues of robot performance of those tasks after they have been allocated. Such approaches usually assume the robots will eventually accomplish the task they have been assigned, or that some external monitor will provide information to the robots on dynamic changes in the environment or in robot performance. However, to realistically design a cooperative approach to robotics, we must include mechanisms within the software control of each robot that allow the team members to recover from dynamic changes in their environment or in the robot team.

Researchers have recognized that an approach with more potential for the development of cooperative control mechanisms is autonomous learning. Hence, much current work is ongoing in the field of multi-agent learning (e.g., [48]). The types of applications that are typically studied vary considerably in their characteristics. Some of the applications include air fleet control [40], predator/prey [3], [18], [16], [44], and multi-robot soccer [43], [23].

In section 7, we mentioned previous works that have investigated various issues using the box-pushing application domain, which include [11], [42], [20], [25], [37].

In [47], Weiss describes a system with similar goals to the learning described in this article — namely, how agents can learn to coordinate their actions. In his work, Weiss makes a number of assumptions that are also made in our work: (1) each agent has limited knowledge about its environment, (2) cooperation is required to solve tasks, (3) agent actions can conflict with each other, (4) agent skills and knowledge differ, and (5) agent behavior is tightly coupled with the environment. Weiss’ approach involves the use of two algorithms for collective learning, called ACE and AGE (these acronyms stand for “ACtion Estimation” and “Action Group Estimation”). In the ACE algorithm, the multi-agent system learning results from the repeated execution of three steps, which he calls action determination, competition, and credit assignment. However, the application domain that Weiss addresses is somewhat different from the domain addressed here; whereas Weiss’ work is addressed at learning sequences of applicable actions that accomplish a given mission, we are interested in having agents select actions that allow them to robustly accomplish a set of independent subtasks in a minimal amount of time.

Bing Liu [22] describes a heuristic, centralized method for coming up with a good job shop schedule. The centralized scheduler has complete information on the tasks to be done and the capabilities of the
“agents” (which in this case are machines). The system strives to deal with many constraints imposed by
the organization, by precedence requirements, by resource requirements, or by preferences. It is assumed
that the scheduler will always be operational and is not itself an agent, and that it fully knows the state
of each agent and the state of the tasks to be performed. Sensory and effector uncertainty is not an issue.
This type of system is not designed for real mobile robotic systems, since sensing and action are quite
noisy, and since no single agent can be expected to know the full state of the environment (which includes
the task states and the agent states) at all times.

9. Conclusions: Summary of Advantages and Limitations

The dream of many robotics researchers is to generate robotic systems that can perform real-world
missions over long periods of time, even while the environment or the robotic system itself changes. One
important component of these robotic systems is a control strategy that enables the robots to adapt their
actions throughout their lifetime, without the requirement of human intervention. The L-ALLIANCE
architecture we have presented in this article offers an approach to achieving lifelong dynamic action
selection in heterogeneous mobile robot teams. This architecture is a behavior-based, distributed control
approach that is built upon our earlier ALLIANCE architecture. The L-ALLIANCE architecture extends
ALLIANCE by enabling robot teams to automatically update their control parameters during their
mission as they learn more about the capabilities of their teammates. The parameter updates are based
upon robot measurements of the quality of task performance of their teammates in performing common
tasks. We described the method used in L-ALLIANCE to achieve automatic adaptation over time. We
then described in detail the results of the implementation of the architecture in a team of heterogeneous
mobile robots performing a box pushing application.

While the primary purpose of the L-ALLIANCE mechanism as presented in this article is to enable
the lifelong application of multirobot teams, a number of other benefits result from providing robots
with the ability to automatically adjust their own parameter settings to improve efficiency. A summary
of the advantages of the L-ALLIANCE mechanism is as follows:

1. Relieve humans of the parameter adjusting task:
   ALLIANCE alone requires human programmer tuning of motivational behavior parameters to achieve
desired levels of robot performance. Although finding good parameter settings is often not difficult
in practice, the cooperative architecture is much simpler to use when the human is relieved of the
responsibility of having to tune numerous parameters.

2. Improve the efficiency of the mission performance:
   Related to the previous item is the issue of the efficiency of the robot team's performance of its mission.
As human designers, it is often difficult to evaluate a given robot team performance to determine how
best to adjust parameters to improve efficiency. However, if the robots were controlled by an automated
action selection strategy that has been shown to result in efficient group action selection in practice,
then the human designer can have confidence in the robot team's ability to accomplish the mission
autonomously, and thus not feel the need to adjust the parameters by hand.

3. Facilitate custom-designed robot teams:
   Providing the ability for robot teams to carry over their learned experiences from trial to trial allows
human designers to successfully construct unique teams of interacting robots from a pool of hetero-
genous robot types for any given mission without the need for a great deal of preparatory work.
Although ALLIANCE allows newly constructed teams to work together acceptably the first time they
are grouped together, the automated parameter adjusting mechanisms of L-ALLIANCE allow the team
to improve its performance over time by having each robot learn how the presence of other specific
robots on the team should affect its own behavior.

4. Enable lifelong heterogeneous multi-robot teams:
   During a mission, a robot team's environment and the ability of its members may change dynamically.
However, in the basic ALLIANCE architecture, parameter settings do not change after the start
of the mission. Thus, these robot teams would be quite vulnerable to calibration problems due to
shifts in the environment and in robot capabilities. The ability to automatically update parameters
during a mission, as provided by L-ALLIANCE, is therefore of critical importance for real-world
implementations of multi-robot teams.

Of course, the L-ALLIANCE architecture does not address every type of heterogeneous multi-robot
application, and has other limitations that are important to note. These limitations, which will be the
subjects of future work, are as follows:

1. **Independent subtasks:**
   L-ALLIANCE is limited to heterogeneous multi-robot applications that are composed of independent
   subtasks. While the domain of multi-robot applications that fit this description is quite large, there are
   other types of cooperation that require a tighter coupling of robot tasks. One application of this type
   that we have been studying [35], [34] is the cooperative observation of multiple moving targets. This
   application requires a team of robots to continually adjust their movements based upon the locations
   of targets moving through an area of interest, as well as the movements of other robots on the team.
   We are exploring other approaches to lifelong adaptation in this application domain, so that robots
   can adjust their control strategy over time based upon the sensory capabilities of their teammates
   and the current level of success of the robot team.

2. **Time Quality metric:**
   The current instantiation of L-ALLIANCE is defined only for the quality metric of time. Thus, L-
   ALLIANCE is not directly useful for applications in which other quality metrics are of interest. In
   future work, we will examine the modifications that are needed in L-ALLIANCE to deal with other
   application-specific performance measures. Additionally, it is assumed that: (1) the time of task
   performance in prior trials is indicative of performance in the future, (2) a sufficient number of trial
   outcomes is available upon which to base the action selection decisions, and (3) the standard deviation
   of task performance of any given task is small relative to the average task completion time. If these
   assumptions are not accurate in a given application, then the L-ALLIANCE approach will not result
   in an efficient selection of actions.

3. **Number of trials:**
   The quickness of response of a robot team to changes in team member capabilities is dependent upon
   the value of $\mu$ – the number of trials over which quality measures are maintained. If $\mu$ is small, then
   the robot team will respond rapidly to changes in team member capabilities. If $\mu$ is large, then the team
   will exhibit more hysteresis, thus responding more slowly to changes in the system, while exhibiting
   more stability. In some applications, it may be more appropriate for the team as a whole to undergo
   a state change under certain conditions, allowing more abrupt responses to system events.
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**Notes**

1. We note that while the multi-robot missions addressed in this article must consist of tasks that can be executed inde-
   pendently by one robot at a time, an extremely wide variety of applications can be designed to meet these independent
   task constraints (e.g., see [29], [35], [32] and the application described in this article). Nevertheless, we note that no
   mechanism for protecting subgoals is provided in L-ALLIANCE, which will be an important consideration for some
   multi-robot tasks.
2. The task coverage is a measure of the total number of capabilities on the robot team that may allow a team member to achieve a given task — see [28] for a further discussion of this measure.

3. In this context, degree of heterogeneity refers to a relative comparison of $q(a_{ij})$ and $q(a_{ik})$, in which $h_i(a_{ij}) = h_i(a_{ik})$; in other words, $r_i$ and $r_k$ can both perform the same task, but potentially with different levels of performance.

4. We define the Progress When Working condition as follows (see also [28]). Let $z$ be the finite amount of work remaining to complete a task $w$. Then, whenever robot $r_i$ activates a behavior set corresponding to task $w$, either (1) $r_i$ remains active for a sufficient, finite length of time $\epsilon$ such that $z$ is reduced by a finite amount which is at least some constant $\delta$ greater than $0$ or (2) $r_i$ experiences a failure with respect to task $w$. Additionally, if $z$ ever increases, the increase is due to an influence external to the robot team.

5. If this, too, is undesirable, then the motivational behaviors can be provided with the expected minimum and maximum task completion times at the beginning of the mission, and then approximate the proper scaling. Small changes in the definition of $\delta_{fast}(t)$ would then be necessary to ensure that the rates do not drop below zero.
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