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Abstract—The endpoint toward which reconfigurable systems should develop is programmable matter, that is, complex systems whose physical properties and structure can be controlled in a systematic way. This can be accomplished by recognizing that computational processes can be used to assemble and reconfigure complex, hierarchically structured systems. Programmable matter may be programmatically controlled externally or internally, which includes self-assembly. The best approach to the self-assembly of complex, hierarchical systems, such as future robots with capabilities comparable to those of animals, is by artificial morphogenesis, which adapts embryological morphogenesis to artificial systems. We review the requirements of self-assembling morphogenetic components.
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I. MOTIVATION

In this paper we consider programmable matter as the natural extension and goal of reconfigurable systems. By pursuing this ultimate goal, we will achieve more widely reconfigurable systems along the way. What could we accomplish with programmable matter?

One application of programmable matter is the assembly of complex, hierarchical systems, that is, systems with levels of complex structure from the micro (or even nano) scale up to the macro scale. The need to assemble such complex, hierarchical structures is illustrated by future robots with cognitive, perceptual, and physical competence comparable to that of animals. Consider the challenge of building a cat-size robot with the behavioral competence of a cat: able to run, leap, stalk and catch prey, etc. Among other problems, consider the sensors, effectors, and artificial nervous system of such a robot. The human retina has about 100 million sensory cells, intricately wired to reduce the dimension of the input to about one million for transmission on the optic nerve. Therefore, to produce an artificial retina we might want to assemble and interconnect some millions of simple sensors.

Sophisticated robots with dexterous manipulators will require a delicate sense of touch and other bodily senses. Therefore, we will want to populate their surfaces (“skins”) with dense arrays of sensors and to connect them to their central processors (“brains”). Animals’ physical competence arises in part from their complex systems of muscles and tendons, which work synergistically to permit a wide variety of fluent, rapid, and robust physical actions. To accomplish this, we need to be able to assemble complex arrays of actuators and to connect them to facilitate synergistic control.

Such sophisticated sensors and effectors must be controlled in real time to achieve competent behavior, and one promising approach is massively parallel neural-network-style computing. (For example, brain-scale low-power electronic neuromorphic computers is the goal of a large DARPA program called SyNAPSE for “Systems of Neuromorphic Adaptive Plastic Scalable Electronics.”) But the scale of parallelism is significant: 86 billion neurons in a human brain, 763 million in a cat brain. Furthermore, these neurons are intricately connected, with many neurons having tens of thousands of connections, and some with several hundred thousand. For achieving brain-scale intelligence, we may need to assemble artificial neural networks of comparable complexity. The point of this example is that we would like to be able to assemble complex systems with millions (or more) components in a hierarchical structure (that is, not simple homogeneous or periodic structures).

Not only would we like to assemble such systems from scratch, we would also like to be able to reconfigure complex systems, rearranging their components to address a new mission, recover from damage, improve their capabilities, etc. Typically reconfiguration entails changing the connections among a fixed set of elementary components. Radical reconfiguration goes further, altering the components themselves to create different hardware resources. If programmed assembly is like the development of a fetus, then radical reconfiguration is like the metamorphosis of a caterpillar into a butterfly.

Both assembly and reconfiguration are facilitated by programmability, by which we mean the ability to govern a large class of processes in some uniform way. In the first case, assembly, a program is used to control a general-purpose mechanism for assembling some complex, hierarchical system. Hierarchical structure in the program may be used to organize hierarchical structure in the product. In effect, the program “computes” a physically instantiated structure...
(arrangement of primitive elements) for its own sake or for controlling subsequent behavior. Programmability is also valuable for reconfiguration. As a program can create a physically instantiated structure, so it can recompute parts or all of a physically instantiated structure, allowing programmed reconfiguration. Approaches for accomplishing computation and recomputation of physical structures are considered later.

II. COMPUTATION IS PHYSICAL

Rolf Landauer coined the slogan “information is physical,” by which he intended to stress that information is always represented in a physical substrate, and therefore that information processing is bound by the laws of physics [1]. Viewing computation as a physical process suggests an approach to programmable matter. Our usual practice in computing is to use physical processes to support information processing, which we think of as an abstract process. In a general-purpose computer, abstract programs are used to govern these physical processes to realize a wide variety of abstract computations. But we can turn these ideas around, using computation for the sake of the physical processes it governs rather than for abstract information processing. Then the running of a program has the correlated physical effect of rearranging matter for some purpose, such as assembly or reconfiguration. In this way we have computation for the sake of physical processes rather than physical processes for the sake of computation. The tradeoffs, however, can be different. In computing our goal has been to move less matter (e.g., electrons), since this is faster and requires less energy, but for the purposes of programmable matter we often want to move more matter.

Programmable systems achieve their generality by controlling the interactions in a generic substrate in order to implement specific functions. For example, an ordinary computer program applies universal operations to a homogeneous array of bits in order to implement a specific application. In a similar way, programmable matter is based on a generic material that can be programmed to exhibit a wide variety of useful physical properties; we call this a programmable material.

It might seem unlikely that such a material could exist, but nature provides an example: proteins [2]. They are the principal structural elements of living things and fulfill an enormous variety of active and passive functions. These include the skeletons of cells, structural elements such as the collagen and elastin of which connective tissue is made, and the keratin of which horns, nails, and feathers are made. They also include ion channels, enzymes, motor proteins, transporter molecules, signaling molecules, receptors, and sensor molecules (e.g., rhodopsin). Through their very specific binding mechanisms, proteins can perform simple decision making processes by changing their conformation, and thereby altering their behavior, in response to a molecule in their environment [3]. Some proteins perform extremely complex functions, such as guiding the assembly of other proteins, transcribing RNA, and repairing DNA.

Nevertheless, this wide variety of physical properties is produced by just a few different kinds of basic building blocks (amino acids). This is because chains of amino acid residues can fold into an endless variety of physical conformations with a wide range of physical properties. These chains are represented by sequences of nucleotides in DNA, and therefore this wide range of physical properties is programmed, in effect, by strings of A, C, T, and G.

What can we learn from proteins that is applicable to programmable matter? First, that a general-purpose programmable material can be based on a small number of building blocks that can be combined in a large number of ways that lead to different physical properties. Second, that arrangements of the building blocks should have descriptions that are simple, but that need not be strings, like DNA. We may call such a description a genotype. The genotypes should be combinatorially rich, that is, they should be capable of expressing a nearly endless variety of arrangements of the building blocks. Finally, as proteins fold into complex shapes, which give them their properties, so an arrangement of the building blocks may reorganize itself into a configuration with specific physical properties, its phenotype. The goal, then, for a programmable material is for the space of possible phenotypes to encompass a wide variety of useful physical properties. Proteins prove that it can be done.

The space of physical properties can be further expanded by making the material functionalizable. That is, the phenotypes can be functionalized for a specific purpose by the incorporation of additional building blocks with specific properties, such as electrical conductivity, hardness, or photosensitivity.

III. CHARACTERISTICS OF THE MICROSCOPIC DOMAIN

Our physical intuition can mislead us at the microscopic scale, and so in this section we review some characteristics typical of the microscopic domain, which programmable matter must accommodate and — preferably — exploit. First, various sorts of imperfection, including noise, imprecision, defects, and faults, loom larger at the microscopic scale and are ultimately unavoidable. We commonly think of these properties as reflecting an undesirable deviation from an unphysical ideal (a noiseless signal, perfect or faultless operation, etc.). This is a sort of Platonic perspective, in which we imagine perfect forms imperfectly impressed on recalcitrant matter. This has been a useful viewpoint for conventional computing technology and macroscopic engineering more generally. It is less useful at the microscopic scale, where the ideal is often physically unrealistic. Therefore we should look at programming differently.

At very least we must use robust methods that are either insensitive to errors or that correct them after they have occurred. This is the conventional approach, except that we must begin our design with these considerations, rather than adding them on as afterthoughts. A better approach, however, is to take a lesson from nature and learn to exploit these “errors” as sources of free variability. For example, algorithms such as simulated annealing exploit randomness to escape from local optima [4], and stochastic resonance uses noise to
enhance signal detection [5]. More generally, free variability can be used for exploring various possibilities.

Other effects, which are negligible at the macroscopic level, are significant and potentially useful at the microscale. For example, relatively weak molecular interactions, such as van der Waal’s forces, are significant at the microscale and can be used to coordinate processes. Ambient energy may be available for use in the form of light, temperature gradients, external agitation, chemical energy, etc. Finally, at the very small scale, we cannot ignore quantum effects, such as tunneling, superposition, and entanglement, which might be used to advantage.

IV. EXTERNALLY PROGRAMMED ASSEMBLY

As a step toward programmable matter we can consider externally programmed assembly, in which a conventional computer controls reconfiguration of a general-purpose material. This approach is based on the observation that information structures are physical; that is, when a program computes a data structure, it results in a physical rearrangement of the matter in the computer’s memory. The differing bits are represented by differing distributions of matter (e.g., electrons). If our goal is information processing, then these distributions’ sole purpose is to reliably represent the information. But if our goal is programmable matter, then the object of the computation is the change in physical state.

We have simple examples of such systems in field-programmable gate arrays, analog arrays, and transistor arrays, which provide an array of general-purpose devices and an externally programmable means of interconnecting them. These systems are precursors to more general kinds of externally programmed matter, but to extend the scope of externally programmable matter beyond the reconfiguration of electronic circuits, we need to use addressable cells of a few types but with a wider range of physical properties.

First, while some cells will require only a small number of possible physical states into which they can be switched, other types of cells will have a continuum of possible physical states (e.g., resistance, capacitance, opacity, refractive index). Further, the set of cell types should be capable of exhibiting a wide variety of useful physical properties, not just electronic. For example, some cells will have properties that are optical or fluidic. For greater generality, some of the cell types should have active states, such as amplification, energy conversion (e.g., photovoltaic), light emission, fluidic valves, and MEMS. Other states will be passive, implementing connections of various sorts between the other cells or implementing other fixed material structures. The difficult challenge, of course, is to define a minimal set of economically implementable cell types that together span a large space of useful physical properties and behaviors.

V. PROGRAMMABLE SELF-ASSEMBLY

The scope of externally programmable matter is limited because all the cells must be accessible, directly or indirectly, by the external programming mechanism. It may be difficult to program them in parallel, and sequential programming may result in long latencies. This limitation is overcome by internally programmed matter, in which the individual components contain their own programming and self-organize into the desired structure. In particular, programmed self-assembly has the potential of producing much more complex structures than does externally programmed matter.

One example is algorithmic assembly by DNA, in which DNA molecules are programmed (through their nucleotide sequences) to self-assemble into desired structures [6], [7], [8]. DNA fragments anneal into their most stable structures. More generally, one-pot molecular computation refers to processes in which the molecular reactions sequence themselves without detailed external control; each reaction enables the next. When permitted, assembly proceeds with molar or Avogadro-scale parallelism. The DNA molecules can be functionalized with metal particles or other molecular groups suitable to the application. However, programmable self-assembly does not have to be limited to DNA or RNA, for we can design new molecules specifically for programmable matter, for example, xeno-nucleic acids (XNAs): polymers of non-natural nucleotide bases [9].

Programmable self-assembly will be advanced by investigating nonstandard models of computation that are inherently parallel and model molecular reactions. For example, combinatory logic is a computationally universal (Turing-complete) model of computation in which computation proceeds by tree substitutions [10]. It satisfies the Church-Rosser property, which means that substitutions can be done in any order, and if they terminate, they will always produce the same result (the same tree structure). Therefore, combinatory logic provides a formal model capable of reliably generating any computable tree structure in spite of operations proceeding asynchronously and in parallel [11]. It is an example of a model of computation more suitable to programmable self-assembly than standard models.

VI. ARTIFICIAL MORPHOGENESIS

How can we assemble more complex structures, such as the future robot described at the beginning of this article? One answer is to learn from nature, for an embryo develops autonomously from a single cell into a complex, hierarchically structured body composed of trillions of cells. Of course, technology is not obliged to ape nature; there may be better ways to assemble such systems. But embryological development provides an existence proof that complex self-assembly can be accomplished, and suggests a way forward that we know can scale to trillions of components.

Morphogenesis refers to the embryological processes that create three-dimensional form in the body. It arises from the behavior of individual cells, which is governed by their genetic regulatory circuitry, which governs their communication and coordination. Therefore, artificial morphogenesis presents itself as a possible approach to programmed self-assembly of large-scale systems [2], [12], [14], [15], [16], [17], [18], [19], [20].
To illustrate the process we consider *somitogenesis* in the vertebrate embryo. The number of vertebrae is, of course, characteristic of a species (33 for humans, 55 for chickens, etc.), which raises the question of how masses of individually unintelligent fetal cells are able to count to a specific number. This has been explained by the *clock-and-wavefront model*, recently confirmed [21], [22]. In brief, the embryo lengthens by cell proliferation in the tail region, which contains a pacemaker that generates a pulse of chemical (a *morphogen*) at regular intervals. This pulse stimulates nearby cells also to generate a pulse of the morphogen, and so a wave of morphogen propagates toward the head of the embryo. (After generating a pulse, a cell enters a refractory period, which ensures that the signal propagates in one direction.) When this signal passes through undifferentiated cells in an appropriate context, they differentiate into spinal segment cells. This context is defined by two other morphogens, which diffuse from the tail and anterior differentiated segments, respectively, so that the new segment differentiates in a region of their joint low concentration posterior to already differentiated segments. The number and length of the segments is determined by the duration of growth, the growth rate, the diffusion constants, and the pacemaker frequency. Through simulation, we have shown that the clock-and-wavefront model can be used to assemble an artificial spine for an insect-like robot frame, analogous to the morphogenetic process in embryos, but we have also applied it to the generation of segmented legs [23]. This demonstrates that we can learn the natural mechanisms of embryological morphogenesis and apply them in new contexts in artificial morphogenesis.

In the remainder of this section, we discuss the general requirements for a morphogenetic approach to programmable matter. We focus on techniques inspired by developmental processes in embryos (as opposed to those, for example, in plants) because of their ability to generate a wider variety of complex hierarchical structures. A morphogenetic approach to programmable matter can be organized around two broad classes of objects: active *assemblers* and passive *components*; together they fulfill roles analogous to cells and their products in embryological morphogenesis. The components include structural elements and physical carriers of signals (e.g., chemical morphogens). These components are passive with respect to the assembly process, but might be active in the assembled system. For example, the components could include objects that will function as sensors, actuators, or amplifiers in a robot, but are manipulated passively during assembly and reconfiguration.

Assemblers are the active agents in artificial morphogenesis. Like cells in a developing embryo, they can signal each other and coordinate their movement and other actions in order to assemble a three-dimensional object. Assemblers are also capable of transporting the passive components. In principle, everything could be done with assemblers, but it is likely that the components can be simpler, less expensive, and easier to produce than assemblers. (In many cases the components can be single molecules or small inert structures.) Therefore it is useful to distinguish those elements that need to behave as active agents (assemblers) and those that do not (components). Assemblers can be *artificial* (i.e., microrobots) or *biological* (genetically engineered cells). One significant difference between artificial assemblers and embryonic cells, at least at this time, is that artificial assemblers are not self-reproducing. This is a significant difference, since cell proliferation is a fundamental process in embryological morphogenesis [24], [25], and so the morphogenetic functions of proliferation must be fulfilled by other means. One way is by providing an external supply of assemblers; another way is by using transport of passive components to an area that would otherwise be a site of cell proliferation. Either way, natural morphogenesis will have to be adapted to artificial assemblers.

This is an ongoing topic of research, but simulations have demonstrated, for example, the formation fine capillary networks by cell migration [26], pillar assembly by mobile agents [12], and the collision-free routing of neuron-like connections [27]. In morphogenesis, diffusion of morphogens can guide masses of mobile agents from waypoint to waypoint toward a destination.

An alternative to artificial assemblers is to exploit the capabilities of living cells for metabolism and reproduction by genetically engineering them to function as assemblers [29], [30], [31]. This has the additional advantage that cells are able to move and can emit and respond to chemical signals, which are especially useful in morphogenesis. Since biological cells naturally perform many of the functions required of assemblers, the required genetic modifications might not be too difficult, but this is a subject of ongoing research [32].

We briefly review the capabilities of assemblers, whether artificial or biological. First we consider the *effectors*, that is, the means by which an assembler can act on its environment, including other assemblers. The functions of effectors include adhesion, mobility, shape change, transport, and signaling.

Controlled adhesion among assemblers and between assemblers and passive components is important for mobility, transport, and assembly. There are a variety of mechanisms for controlled adhesion. For example, adhesion can be implemented mechanically, lashing an assembler onto another object permanently or temporarily. Electrically powered assemblers might use electrostatic or magnetic adhesion. Finally, both artificial and biological assemblers might use molecular processes for controlled adhesion. This is the most common mechanism in biological morphogenesis and permits a range of binding strength and permanence [25].

Cell migration is one of the fundamental driving forces in biological morphogenesis [24], [25], and therefore our assemblers must be mobile, but requirements differ depending on whether the assemblers move through a fluid or on solid objects. Moreover, there are both passive and active strategies for moving through fluids. Assemblers move passively by Brownian motion, agitation, convection, etc. In these cases an assembler must recognize when it is in an appropriate location and adhere to other objects. Alternatively, an assembler may actively move itself, for example using flagella as microorganisms do [28].

Although self-assembly in a fluid medium is perhaps easiest to understand, biological morphogenesis takes place in the realm of *soft matter* or *viscoelastic materials* [33], [34], that is, by cells adhering more or less tightly to each other and to nonliving materials. Therefore, cells are often crawling across other cells or extracellular substrates created by cells, or they are migrating through other populations of cells or viscoelastic...
extracellular matrices. We anticipate the use of similar processes in artificial morphogenesis. Assemblers might crawl, as some cells do, or move by differential adhesion, which is also important in natural morphogenesis.

Biological morphogenesis depends in part on cells changing shape, sometimes inducing stresses and strains that reshape tissues. Likewise, assemblers might use a limited ability to change shape (e.g., extending or contracting) in order to control the developing form and as means of movement.

Assemblers should also be capable of transporting other objects, both passive components and other assemblers. Objects might be transported by attaching to them using any of the adhesive mechanisms previously described. Alternately, objects might be transported by inclusion, that is, by taking them temporarily into the transporter.

Finally, assemblers may affect their environment by generating signals, which are intended to be interpreted by other assemblers. This is indeed the primary means for coordinating morphogenesis. In artificial morphogenesis, as in biological morphogenesis, we expect many of these signals to be chemical. Diffusion is a useful mechanism for distributing morphogens, and by controlling diffusion and rate constants regions can be defined in the developing structure (as illustrated by the clock-and-wavefront process). The clock-and-wavefront process also illustrates how active diffusion (diffusion facilitated by active agents) can be used to propagate signals in a desired direction. The signal carriers need not be limited to molecules, and other kinds of components can be used as signal carriers, moved either passively by diffusion or actively by transport.

The sensors available on the assemblers should be matched to signals produced by the assemblers, but also to external signals, which might be used to control the assembly process at a global level. Since we expect many morphogens to be chemical, assemblers will require chemical sensors. Biological assemblers are especially suited for this kind of communication and coordination [35]. However, since components can be used as signals, it may be easier to design sensors for them. Light is especially useful for carrying signals from outside the system, and so optical sensors will be useful in some systems.

Assemblers also require some means of behavioral control, using sensor input and internal state to govern the effectors. Fortunately, the algorithms required for morphogenesis are relatively simple, and so assemblers do not require much computing power. Generally analog control is more appropriate than digital; this is the case in embryological morphogenesis and, by extension, in artificial morphogenesis. Analog computation is easier to implement in microrobots, since it requires fewer components and consumes less power, in general [36]. For example, addition can be implemented by directly combining physical quantities (e.g., charges, currents, chemical concentrations) and integration can be implemented by accumulation of such quantities [37]. (Assemblers can, of course, be in distinct states, but this is easily implemented by analog computation.)

Cell differentiation is one of the principal regulatory mechanisms in biological morphogenesis [24]. Internal state and external signals cause a fetal cell to switch off some genetic regulatory circuits and to switch on others, thereby changing the behavior of the cell and ultimately its structure. Analogous mechanisms allow assemblers to switch between behaviors (essentially activating or deactivating terms in differential equations) [12]. We do not expect artificial assemblers to have as wide a range of behaviors, since they do not construct themselves as cells do. Therefore, similar versatility can be achieved by assembling a variety of passive components. Progress in programmable materials, however, might allow artificial assemblers to approach the behavioral and structural versatility of fetal cells.

Limiting differentiation might actually facilitate radical reconfiguration in artificial morphogenesis. In biological metamorphosis, cells must dedifferentiate into pluripotent cells before redifferentiating into their new state. Artificial assemblers, in contrast, retain their full behavioral repertoire, and therefore can disassemble and reassemble structures as required. Similarly, damaged structures can be regenerated without dedifferentiation [38].

Finally, of course, assemblers must be powered, but their small size precludes many conventional power sources. One option is to follow the lead of embryological morphogenesis and use biological metabolism. This is an attractive option for biological assemblers (i.e., genetically engineered microorganisms), but is not currently feasible for artificial assemblers. However, artificial assemblers might be preloaded with living cells and use their metabolic products for energy [30]. Short of full-scale metabolism, assemblers might make use of other forms of chemical energy, for example by catalyzing reactions among reactants provided in their environment. Alternately, chemical fuel, provided in the environment, can drive molecular motors [39], [40]. Light is another vehicle for conveying energy to assemblers, where it can be captured by photovoltaic transducers or used to drive chemical reactions. Other forms of electromagnetic radiation might also be used.

VII. Conclusion

Programmable matter can be achieved by exploiting the fact that computation is physical. In ordinary computation, physical processes are used to realize abstract computation, which is the goal. For programmable matter the tables are turned, and abstract computation is used to govern the rearrangement of matter, which is the goal. The program controls the pattern that is imposed on a neutral substrate, which is universal for a class of applications. Proteins demonstrate that a small set of building blocks can be assembled in myriad different combinations to exhibit a wide variety of physical properties, and this suggests approaches to making programmable materials. Programmable matter can be controlled externally, as an ordinary computer’s memory is controlled by its processor, or it can be controlled internally, self-organizing or reorganizing to produce the required structure. For assembling complex, hierarchical structures composed of many millions of components, embryological morphogenesis provides the best example to date. Therefore artificial morphogenesis, in which artificial or biological assemblers coordinate their action, can be used as a basis for implementing programmable matter.
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