
Chapter 15 (continued)

Probabilistic Reasoning Over Time
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Inference Tasks
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Example: Filtering

• View as massage passing
1. Prediction 2. Update

1. Prediction 
2. Update

1. Prediction 
2. Update
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Prediction
• Prediction can be viewed as filtering without new evidence
• Predication can be recursively computed by:

Filtering:  
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Smoothing

• Objective: compute the distribution over past states given 
evidence up to the present: 

• Method: divide evidence        into 

Forward-backward algorithm
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Smoothing (continued)
• Smoothing: 

• Backward message: 

Recursion



7

Example: Smoothing
• Compute

ଵ݂:଴ ଵ݂:ଵ ଵ݂:ଶ

ܾଷ:ଶܾଶ:ଵ
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Most Likely Explanation
•
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Most Likely Explanation: Example
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Hidden Markov Models

Bayesian network representation 

State machine representation 
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Hidden Markov Models (continued)



12

Hidden Markov Models (continued)
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Hidden Markov Models (continued)
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Hidden Markov Models (continued)
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Hidden Markov Models (continued)
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Hidden Markov Models (continued)
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Hidden Markov Models (continued)
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Hidden Markov Models (continued)
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Hidden Markov Models (continued)
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Hidden Markov Models (continued)
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Hidden Markov Models (continued)

Bayesian network representation 

State machine representation 


