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Outline
• Lecture 3: Core ideas of CNN

– Receptive field
– Pooling
– Shared weight
– Derivation of BP in CNN

• Lecture 4: Practical issues 
– The learning slowdown problem 

– Quadratic cost function
– Cross-entropy + sigmoid
– Log-likelihood + softmax

– Overfitting and regularization
– L2 vs. L1 normalization
– Dropout
– Artificial expanding the training set

– Weight initialization
– How to choose hyper-parameters

– Learning rate, early stopping, learning schedule, regularization parameter, mini-batch size,
– Grid search

– Others
– Momentum-based GD

• Lecture 5: The representative power of NN
• Lecture 6: Variants of CNN

– From LeNet to AlexNet to GoogleNet to VGG to ResNet
• Lecture 7: Implementation on VGGNet
• Lecture 8: Random thoughts 2

Random Thoughts

• Trend
– Unsupervised learning
– Attention is all you need
– Alternatives to CNN

– Graph network
– Capsule network

– The forever battle between globalness and localness
• How to find a research topic?
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Global vs. Local:
The Local Mean Operation

5

Local Mean Operation
Mean on the target point and its neighborhood

i --- index of an output position
j --- index of a possible position

G W Y

Fig1. Local 2D convolution operator
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Global vs. Local:
The Non-Local Mean (NLM) Operator
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Non-Local Mean (NLM)
Scheme of NLM: 
• A pixel with more similar neighborhood to that of 

the target pixel is assigned to a larger weight, e.g., 
w(p,q1) and w(p,q2) 

• A pixel with less similar neighborhood gets a small 
weight, e.g., w(p,q3).

G: noise image
C(i) is the normalization factor
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[Buades and Morel, CVPR 2005]

[Buades and Morel, CVPR 2005]
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How to do it in deep
networks?
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Long Range/Distance Dependency

• In sequential data, long-range dependency is formulated 
by recurrent operations, e.g., LSTM.
• In image data, long-distance dependency is mainly 

modeled by repeated Conv. layers progressively. 
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Some recent developments
1. Dilated convolution
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Dilated Convolution
Illustration of dilated convolution (1D) Illustration of dilated convolution (2D) 

Pros: the same kernel size with larger receptive field 

[Chen et al. TPAMI 2018]

9/19/18 14

[Chen et al. TPAMI 2018]

Some recent developments
2. Deformable CNN
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Deformable CNN [Dai et al. ICCV 2017]
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[Dai et al. ICCV 2017]
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Some recent developments
3. Squeeze-and-Excitation
Network (SENet)
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Figure 1: A Squeeze-and-Excitation block.

features in a class agnostic manner, bolstering the quality of
the shared lower level representations. In later layers, the
SE block becomes increasingly specialised, and responds
to different inputs in a highly class-specific manner. Con-
sequently, the benefits of feature recalibration conducted by
SE blocks can be accumulated through the entire network.

The development of new CNN architectures is a chal-
lenging engineering task, typically involving the selection
of many new hyperparameters and layer configurations. By
contrast, the design of the SE block outlined above is sim-
ple, and can be used directly with existing state-of-the-art
architectures whose modules can be strengthened by direct
replacement with their SE counterparts.

Moreover, as shown in Sec. 4, SE blocks are computa-
tionally lightweight and impose only a slight increase in
model complexity and computational burden. To support
these claims, we develop several SENets and provide an
extensive evaluation on the ImageNet 2012 dataset [34].
To demonstrate their general applicability, we also present
results beyond ImageNet, indicating that the proposed ap-
proach is not restricted to a specific dataset or a task.

Using SENets, we won the first place in the ILSVRC
2017 classification competition. Our top performing model
ensemble achieves a 2.251% top-5 error on the test set1.
This represents a ⇠25% relative improvement in compari-
son to the winner entry of the previous year (with a top-5
error of 2.991%).

2. Related Work

Deep architectures. VGGNets [39] and Inception mod-
els [43] demonstrated the benefits of increasing depth.
Batch normalization (BN) [16] improved gradient propa-
gation by inserting units to regulate layer inputs, stabilis-
ing the learning process. ResNets [10, 11] showed the ef-
fectiveness of learning deeper networks through the use of
identity-based skip connections. Highway networks [40]
employed a gating mechanism to regulate shortcut connec-
tions. Reformulations of the connections between network
layers [5, 14] have been shown to further improve the learn-
ing and representational properties of deep networks.

An alternative line of research has explored ways to tune
the functional form of the modular components of a net-
work. Grouped convolutions can be used to increase car-

1http://image-net.org/challenges/LSVRC/2017/results

dinality (the size of the set of transformations) [15, 47].
Multi-branch convolutions can be interpreted as a generali-
sation of this concept, enabling more flexible compositions
of operators [16, 42, 43, 44]. Recently, compositions which
have been learned in an automated manner [26, 54, 55]
have shown competitive performance. Cross-channel cor-
relations are typically mapped as new combinations of fea-
tures, either independently of spatial structure [6, 20] or
jointly by using standard convolutional filters [24] with 1⇥1
convolutions. Much of this work has concentrated on the
objective of reducing model and computational complexity,
reflecting an assumption that channel relationships can be
formulated as a composition of instance-agnostic functions
with local receptive fields. In contrast, we claim that provid-
ing the unit with a mechanism to explicitly model dynamic,
non-linear dependencies between channels using global in-
formation can ease the learning process, and significantly
enhance the representational power of the network.

Attention and gating mechanisms. Attention can be
viewed, broadly, as a tool to bias the allocation of available
processing resources towards the most informative compo-
nents of an input signal [17, 18, 22, 29, 32]. The benefits
of such a mechanism have been shown across a range of
tasks, from localisation and understanding in images [3, 19]
to sequence-based models [2, 28]. It is typically imple-
mented in combination with a gating function (e.g. a soft-
max or sigmoid) and sequential techniques [12, 41]. Re-
cent work has shown its applicability to tasks such as im-
age captioning [4, 48] and lip reading [7]. In these appli-
cations, it is often used on top of one or more layers rep-
resenting higher-level abstractions for adaptation between
modalities. Wang et al. [46] introduce a powerful trunk-
and-mask attention mechanism using an hourglass module
[31]. This high capacity unit is inserted into deep resid-
ual networks between intermediate stages. In contrast, our
proposed SE block is a lightweight gating mechanism, spe-
cialised to model channel-wise relationships in a computa-
tionally efficient manner and designed to enhance the repre-
sentational power of basic modules throughout the network.

3. Squeeze-and-Excitation Blocks

The Squeeze-and-Excitation block is a computational
unit which can be constructed for any given transformation
Ftr : X ! U, X 2 RH

0⇥W
0⇥C

0
,U 2 RH⇥W⇥C . For
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[SENet:cvpr:2018]

feature recalibration

The representative and
discriminative power – A revisit to
variants of CNN models
• AlexNet
• GoogLeNet
• VGGNet
• ResNet
• SENet
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Random Thoughts

• Trend
– Unsupervised learning
– Attention is all you need
– Alternatives to CNN

– Graph network
– Capsule network

– The forever battle between globalness and localness
• How to find a research topic?
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Random Thoughts

• Trend
– Unsupervised learning
– Attention is all you need

– Person re-identification
– Attention
– A new cost function

– Alternatives to CNN
– Graph network
– Capsule network

– The forever battle between globalness and localness
• How to find a research topic?
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Person Re-identification

• Person re-identification is the problem of matching the same individuals across 
multiple cameras, or across time within a single camera.
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Challenges:
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Matching
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Motivation: 

• Attention: Focusing on specific parts of the input.
• Inspired by neuroscience.

Ø To reduce the computational burden of processing high dimensional inputs by 
selecting to only process subsets of the input.

e.g., Large Medical Images. 

Ø To allow the system to focus on distinct aspects of the input and thus improve the 
generated output.
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Motivation:

Attention models in Deep Neural Networks

18
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Motivation: 
Attention models in Deep Neural Networks
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Person Re-ID using Attention Mechanism

Motivation: 
Humans do not focus their attention on an entire scene at once when they want to 
identify another person. 
Instead, they pay attention to different parts of the scene (e.g., the person’s face) to 
extract the most discriminative information.
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Model Architecture

21



day month year documentname/initials 8

Model Architecture-Triplet loss

• We want  the distance of the learned features of the same person to be less than the distance 
between the images from different persons by a defined margin. 

• Cost function for N  triplet images:

22

where the term ! " = max !, 0 denotes the standard hinge loss.

Datasets:
• The CUHK01 dataset contains 971 persons captured from two camera views in a 

campus environment. Each person has four images with two from each camera.

• The CUHK03 dataset contains 13164 images of 1360 identities. All pedestrians are 

captured by six cameras, and each person's image is only taken from two camera 

views.
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Preliminary Results:
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Random Thoughts

• Trend
– Unsupervised learning
– Attention is all you need
– Alternatives to CNN

– Graph network
– Capsule network

– The forever battle between globalness and localness
• How to find a research topic? (from Ng)
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