Abstract—Computationally intensive applications may quickly drain mobile device batteries. One viable solution to address this problem utilizes computation offloading. The tradeoff is that computation offloading introduces additional communication, with a corresponding energy cost. Yet, previous research into computation offloading has failed to account for the special characteristics of cellular networks that impact mobile device energy consumption. In this paper, we aim to develop energy efficient computation offloading algorithms for cellular networks. We analyze the effects of the long tail problem on task offloading, formalize the computation offloading problem, and use Dijkstra’s algorithm to find the optimal decision. Since this optimal solution relies on perfect knowledge of future tasks, we further propose an online algorithm for offloading. We have implemented this latter algorithm on Android-based smartphones. Both experimental results from this implementation and trace-driven simulation show that our algorithm can significantly reduce the energy of computation offloading in cellular networks.

I. INTRODUCTION

Due to the increased processing capability of smartphones in recent years, computationally intensive mobile applications such as image recognition, gaming and speech recognition are becoming increasingly popular. However, these applications also may quickly drain mobile device batteries. One viable solution to address this problem utilizes computation offloading [1]. Offloading computationally intensive tasks to remote resource-rich servers can save a mobile device’s energy.

Previous research has investigated how to make offloading decisions, i.e., determining which tasks should be offloaded to minimize the energy consumption of the mobile devices. Some of this work [2], [3], [4] considers the tradeoff between the energy saved by moving computations to the server and the energy consumed to offload the computation. Other researchers propose methods [5], [6] to predict the offloading cost based on the application behavior and execution environment. However, previous work does not account for the special characteristics of cellular networks in making the offloading decision.

In cellular networks, a mobile device’s cellular interface transitions between different states, each of which operates at its own power level. The transitions between these states are controlled by several timers, whose timeout values can be as high as several seconds [7]. After having completed a data transmission, the cellular interface will stay in a high-power state for some time before switching to a low-power state. Thus, the cellular interface may consume a substantial amount of energy (referred to as the long tail problem) even when there is no network traffic. Recent research [8], [9], [10] has shown that a large fraction of energy may be wasted due to the long tail problem in 3G networks, and that this problem becomes only worse in 4G/LTE [11]. Therefore, the long tail problem should be taken into account when calculating the communication cost of offloading. Although some research has been done to address the long tail problem by deferring and aggregating data traffic [7], [9], [10], [12], none addresses how to select which tasks should be offloaded while accounting for the long tail problem.

In this paper, we aim to develop energy-efficient computation offloading algorithms that are “tail aware”, taking into account the unique energy characteristics of cellular networks. Specifically, we attempt to answer the following question: Given a number of computation tasks, what is the best offloading decision to minimize the energy consumed by the mobile device? When making the offloading decision, we consider the cost of both communication and computation. However, the long tail problem makes it tricky to calculate the communication cost. Specifically, the energy consumed to offload a task may be affected by the computation offloading of previous tasks. As each task can be executed either locally on the mobile device or remotely on the server through offloading, there are $O(2^n)$ possibilities making a naïve approach to calculating the optimal solution intractable.

To solve this problem, we analyze the effects of the long tail problem on task offloading and show that only a linear number of possible computation offloading decisions need be considered. We then create the decision states for each task which represent all possible offloading decisions for that task. Based on these decision states, we formalize the computation offloading problem, and use Dijkstra’s algorithm to find the optimal decision. Since this optimal solution requires perfect knowledge of future tasks (which will not be available in practical scenarios), we further propose an online algorithm for offloading.

The main contributions of this paper are as follows.

- We are the first both to consider the long tail problem when making offloading decisions, and to formalize the problem of energy-efficient computation offloading in cellular networks.
- We propose an optimal offline computation offloading algorithm to minimize the energy consumed by the mobile...
device, and design an online version.

- We have implemented the online offloading algorithm on Android-based smartphones. Experimental results show that our offloading algorithm can reduce energy consumption by 35%. Trace-driven simulation shows that the proposed offloading algorithms are more effective for complex tasks with small data size, and that computation offloading is substantially more effective in LTE networks than 3G ones.

The remainder of this paper is organized as follows: In Section II, we briefly survey related work. Section III introduces the problem definition and the system model. Section IV presents our optimal offloading algorithm. The online offloading algorithm is introduced in Section V. Section VI reports experimental results and the performance evaluation of our algorithms. Finally, we conclude in Section VII.

II. RELATED WORK

Offloading computation from mobile devices to the cloud has received considerable attention recently. Some previous work has focused on enabling computation offloading by utilizing recent technology advances on virtualization and mobile cloud computing [13], [14]. For example, MAUI [2] uses the Microsoft .NET to develop a framework that enables fine-grained code offload. CloneCloud [3], [4] creates device clones on the cloud to enable seamless cloud-augmented execution. ThinkAir [15] enforces on-demand VM creation and resource allocation, and performs offloading based on user specified policy.

Beside solving how to offload, much work has been done on what to offload. Such work aims to make appropriate decisions on application partitioning to enable efficient offloading. OLIE [16] profiles network conditions and program behavior at runtime, and then partitions the application and offloads part of the execution to a nearby surrogate. Wolski et al. [17] predict statistically when an offloaded computation will perform better than executing it on the mobile device. Odessa [18] adaptively makes offloading decisions for mobile interactive prediction applications. However, the goal of OLIE is to overcome the memory constraint, and the other two approaches aim to improve the performance of mobile devices. MAUI [2] proposes a program partitioning strategy that minimizes the smartphone’s energy consumption. Zhang et al. [19] investigate the scheduling policy of a sequence of tasks, and provide an approximate solution to minimize the energy consumption. Although these studies have similar goals as ours, none of them considers the long tail problem in offloading which is the focus of our work.

Our work is also related to recent advances in the understanding of the power characteristics of cellular networks. Previous work studies the energy characteristics of 3G, and finds that the cellular interface stays in the high power state after completing a data transmission [8], [20]. Later studies find that LTE is even less energy efficient than 3G and the long tail problem is found to be a key contributor [11]. Fast dormancy [21] has been proposed to address the long tail problem. However, fast dormancy requires support from both smartphones and cellular carriers, and it may increase the signaling overhead due to frequent state transitions. Other researchers propose to defer and aggregate the network traffic [7], [9], [10]. Recently, Xiang et al. have addressed the long tail problem when multiple applications are offloaded. They propose the technique of coalesced offloading, which coordinates the offloading requests of multiple applications to save energy. However, they do not address the problem of which parts (tasks) of the application should be offloaded. Different from them, our work focuses on how to make optimal offloading decisions to save energy.

III. PROBLEM DEFINITION AND SYSTEM MODEL

In this section, we introduce the problem definition and the system model of computation offloading.

A. Offloading Scenario

We consider the following scenario: A user runs computationally intensive applications on his mobile device and generates multiple tasks. Some of the tasks will be executed on the mobile device and some of them will be executed on the server to save energy. One example of such application is the Optical Character Recognition (OCR) which can automatically recognize characters in images taken by a smartphone and output readable text. If the task only has a small number of words, it can be finished in a short time on the smartphone, such as mobile apps for finding the road signs. However, if the task has images of several pages of a research paper, the computation on the smartphone will take much longer time and consume lots of energy. To offload the task, the smartphone sends the image to the server, lets the server perform character recognition and finally receives the text. In this way, the execution time and the energy consumption can be reduced.

To simplify our analysis, we first assume sequential task scenarios and then discuss how to adapt the proposed approach for parallel tasks in Section IV.

B. Power Model of the Cellular Interface

Cellular networks employ a Radio Resource Control (RRC) state machine for each mobile device. In 3G networks, the cellular interface has three states: IDLE, DCH and FACH. Fig. 1 illustrates the power level of a smartphone when using the 3G interface to transmit data.

Initially, the radio interface stays in IDLE state when there is no network activity, consuming very low power. When there are packets to be sent or received, the interface transits to DCH state by first establishing a signaling connection with the backbone network, and then obtaining dedicated transmission channels. This process requires control message exchanges between the smartphone and the backbone network, and the incurred time delay is called the promotion delay (t_{pro}). The radio interface remains in the DCH state during data transmission. An inactivity timer is triggered when the transmission completes. The radio interface will transit to the FACH state when the timer expires, and finally transit to the
IDLE state after another inactivity timer expires. The timers are configured by the network operator, and they are typically very long and are referred to as the long tail time \( t_{tail} \). During this tail time, the radio interface is kept at a high power level even though there is no data transmission.

LTE has similar radio resource control states with 3G. Thus, we generalize the power consumption of 3G/LTE cellular interface into three states: promotion, data transmission and tail. The power in the promotion and tail state are denoted as \( P_{pro} \) and \( P_{tail} \). We differentiate the power for uploads from downloads in data transmission, and denote them as \( P_{up} \) and \( P_{down} \), respectively.

### C. Task Execution Model

A task can be executed locally on the mobile device or executed on the server through offloading. If task \( T_i \) is executed on the mobile device, its execution time is denoted as \( t_{m}(i) \), and its energy consumption is denoted as \( E_m(i) \). If \( T_i \) is offloaded to the remote server, the whole process consists of three steps.

1) **Sending the Data (Input):** First, the mobile device sends \( T_i \)'s input data \( d_{in}(i) \) to the remote server via the uplink. Suppose the upload bandwidth of the cellular network is denoted as \( B_{up} \). The transmission time of the input data is \( t_{send}(i) = d_{in}(i) / B_{up} \), and the energy consumption of the mobile is \( E_{send}(i) = P_{up} \cdot t_{send}(i) \).

2) **Executing Task on the Server:** After sending the input data to the server, the mobile device is idle waiting for the result. Let \( t_{wait}(i) \) denote \( T_i \)'s execution time on the server (i.e., mobile device’s waiting time). Although the CPU of the mobile device is idle, its cellular interface may not move to IDLE state due to the long tail time. If \( t_{wait}(i) \) is shorter than \( t_{tail} \), the power level will stay at \( P_{tail} \) during this time period. Otherwise, the power level will be \( P_{tail} \) for \( t_{tail} \), and then stay at \( P_{idle} \) for the remaining time. To summarize, the energy consumption of the mobile device when the task is executed on the server is calculated as

\[
E_{wait}(i) = \begin{cases} 
    P_{tail} \cdot t_{wait}(i), & \text{if } t_{wait}(i) \leq t_{tail} \\
    P_{tail} \cdot t_{tail} + P_{idle} \cdot (t_{wait}(i) - t_{tail}), & \text{otherwise.}
\end{cases}
\]

3) **Receiving the Data (Output):** After the server finishes task \( T_i \), it sends back the output data \( d_{out}(i) \). If the task execution takes longer than \( t_{tail} \), the cellular interface will be in IDLE state, and there will be a promotion delay, so the time to receive all data is \( t_{rcv}(i) = d_{out}(i) / B_{down} + t_{pro} \), where \( B_{down} \) is the download bandwidth. Otherwise, the mobile device only consumes energy to download the output data and then \( t_{rcv}(i) = d_{out}(i) / B_{down} \). That is,

\[
E_{rcv}(i) = \begin{cases} 
    P_{down} \cdot (d_{out}(i) / B_{down}) + P_{pro} \cdot t_{pro}, & \text{if } t_{wait}(i) \geq t_{tail} \\
    P_{down} \cdot (d_{out}(i) / B_{down}), & \text{otherwise.}
\end{cases}
\]

In summary, the energy consumption of a mobile device to offload task \( T_i \) is computed as \( E_s(i) = E_{send}(i) + E_{wait}(i) + E_{rcv}(i) \), and time to offload \( T_i \) is \( t_s(i) = t_{send}(i) + t_{wait}(i) + t_{rcv}(i) \). To ensure that our scheme will not increase the response time, task \( T_i \) will be executed on the mobile if \( t_{m}(i) \leq t_s(i) \). \( E_s(i) \) does not include the tail energy after receiving the output or the promotion energy before sending the input, which are affected by the status of adjacent tasks and will be further discussed in the next two sections.

### IV. OPTIMAL COMPUTATION OFFLOADING

In this section, we define the problem of computation offloading and introduce an offline algorithm to find the optimal solution. We first propose a solution to reduce the decision states and build a solution graph that enumerates all possible decisions. Then, we transform the problem to a shortest path problem and use Dijkstra’s algorithm to find the optimal solution. At last, we discuss how to adapt the algorithm for parallel task scenarios.

#### A. Problem Statement

Suppose a user runs computationally intensive applications on a mobile device which generate \( n \) tasks. The \( i \)th task \( T_i \), with input data size \( d_{in}(i) \) and output data size \( d_{out}(i) \), is generated at time \( t_{0}(i) \). After a task is generated, it is executed either locally on the mobile device or on the remote server. The computation offloading problem is to find an offloading solution \( D = (l_1, \ldots, l_t, \ldots, l_n) \) which executes all tasks with the minimum amount of energy, where \( l_i = 0 \) means that \( T_i \) should be executed on the mobile device whereas \( l_i = 1 \) means that \( T_i \) should be offloaded to the server. We first assume that tasks are executed sequentially and in the order they are generated, and then discuss how to adapt the proposed approach for parallel tasks in Section IV-E.

When a task is offloaded, the communication between the mobile device and the server may suffer from the long tail problem. This may impact later tasks, which makes it hard to calculate the energy consumption of a later offloaded task. Specifically, if \( T_i \) is offloaded to the server, its energy consumption depends on how long the remaining tail is between \( T_i \) and the previous offloaded task. Thus, we need to know the last tail (which is generated by the last offloaded task) before task \( T_i \) to calculate \( T_i \)'s offloading cost. As each task
has two options, there are $2^{i-1}$ possibilities (decision states) to determine the last tail of the previous tasks. Therefore, it is a challenge to deal with the exponentially increasing decision states when making offloading decisions.

B. Reducing the Decision States

The above solution has exponential states because it relies on the decisions of all previous tasks to determine the status of the last tail. Actually, this is not necessary since we can let tasks update and record the status of the last tail. More specifically, to calculate $T_i$’s offloading cost, we need to know $T_{i-1}$’s last tail by considering the following two cases. First, $T_{i-1}$ is offloaded to the server. As $T_{i-1}$ may be either affected or not affected by a former tail, we need two decision states to represent the two different tails generated by offloading $T_{i-1}$. Second, $T_{i-1}$ is executed on the mobile. $T_{i-1}$’s recorded last tail is generated by a task prior to $T_{i-1}$, which could be $T_{i-2}, T_{i-3}, \ldots$, or even $T_1$. Each of them can be affected or not affected by a former tail when being offloaded, resulting in two decision states for each of them, with a total of $2(i-2)$ states. Since $T_1$ is not affected by any previous tail, only one decision state (instead of two) is needed to record its generated tail, and then we need $2(i-2)-1$ decision states in the second case. Considering both cases, we need $2(i-1)-1$ decision states to represent all the possibilities of $T_{i-1}$’s last tail. Then, the decision states increase linearly rather than exponentially.

Formally, we denote a decision state of task $T_i$ as a virtual node $V_{L_i,I_i}$, where $L_i$ indicates the offloading decision of $T_i$:

$$L_i = \begin{cases} S & T_i \text{ is executed on the remote server} \\ M & T_i \text{ is executed on the mobile device} \end{cases}$$

and $I_i$ indicates whether $T_i$ is affected by a previous tail:

$$I_i = \begin{cases} 0 & \text{not affected by a former tail} \\ 1 & \text{affected by a former tail} \end{cases}$$

The combination of $L_i$ and $I_i$ results in four different types of decision states: $V_{S,0}^i, V_{S,1}^i, V_{M,0}^i$ and $V_{M,1}^i$.

Task $T_i$’s offloading decision can affect the state of the next task $T_{i+1}$. For each decision state $V_{L_i,I_i}^i$ of $T_i$, its TailEndTime ($t_{L_i,I_i}^i$) is defined as the end time of a potential tail that could affect the next task. This tail is generated by $T_i$ itself or its previous tasks. Each node needs to compute and maintain its TailEndTime, and different types of nodes have different methods to compute TailEndTime.

**CASE 1** (Fig. 2(a)): $t_{S,0}^i = t_0(i) + t_{pro} + t_s(i) + t_{tail}$.

For $V_{S,0}^i$, task $T_i$ is offloaded to the server, and the cellular interface is in IDLE since $I_i = 0$. It takes a promotion delay ($t_{pro}$) before sending the input data. As described in Section III-C, $t_s(i) = t_{send}(i) + t_{wait}(i) + t_{rcv}(i)$.

**CASE 2** (Fig. 2(b)): $t_{S,1}^i = t_0(i) + t_s(i) + t_{tail}$.

For $V_{S,1}^i$, the difference from Case 1 is that $I_i = 1$, where the cellular interface is affected by a former tail. Then, the mobile device can send the input data to the remote server at time $t_0(i)$.

**CASE 3**: $t_{M,0}^i = -\infty$.

**For $V_{M,0}^i$, $T_i$ is executed on the mobile device. As $I_i = 0$ indicates the cellular interface is not affected by a former tail, and its state will not change during $T_i$’s execution on the mobile device, the cellular interface should still be in IDLE when $T_{i+1}$ arrives. In this case, $V_{M,0}^i$ will not affect the next task, and thus we have $t_{M,0}^i = -\infty$.

**CASE 4**: $t_{M,1}^i = -\infty$ or $t_{M,1}^i = t_{L_{i-1},I_{i-1}}^i - 1$.

For $V_{M,1}^i$, $I_i = 1$ means that the cellular interface is affected by a former tail at time $t_0(i)$. Although $T_i$’s execution on the mobile device will not affect the state of the cellular interface, the cellular interface can change to IDLE by itself as time goes by. There are two possible cases. In one case as shown in Fig. 2(c), the tail ends and the cellular interface moves to IDLE during $T_i$’s execution on the mobile. In this case, $V_{M,1}^i$ will not affect the next task, thus $t_{M,1}^i = -\infty$. In another case (Fig. 2(d)), $T_i$ ends before the former tail ends. Then the former tail may still affect the next task. $T_i$ has to maintain this information by recording the status of this tail. Although this tail is generated by $T_k$, its status is recorded and passed on to later tasks including $T_{i-1}$. Therefore, $T_i$ records the tail by inheriting its parent node’s TailEndTime.

C. Building a Solution Graph

After reducing the decision states, we build a solution graph based on which we can find the optimal solution. In the solution graph, the decision states of a task are the nodes. Task $T_i$’s virtual nodes $V_{S,0}^i, V_{S,1}^i, V_{M,0}^i$ and $V_{M,1}^i$ are at depth $h = i$. We also create two dummy nodes: $V_{start}$ as the source node with depth $h = 0$ and $V_{end}$ as the destination node with depth $h = n + 1$. Then, $t_{start} = -\infty$ and $t_{end}$ is meaningless.

For edges, we start from $V_{start}$ and employ a top-down approach. For task $T_i$, we check the corresponding nodes at depth $i$. For each node $V_{L_i,I_i}^i$, we analyze its possible next state $V_{L_{i+1},I_{i+1}}^{i+1}$ and create an edge between them. As task $T_{i+1}$ can either be executed on the mobile device or on the server no matter where $T_i$ is, $L_{i+1}$ can either be $S$ or $M$. However, the value of $I_{i+1}$ depends on the TailEndTime of $T_i$. Therefore, the solution graph can be constructed by using the decision states and the TailEndTime of each task.
and the arrival time of $T_{i+1}$, as shown in Eq. 3.

$$I_{i+1} = \begin{cases} 0 & \text{if } t_0(i+1) > t_{L_i,I_i}^i \\ 1 & \text{otherwise} \end{cases}$$  

(3)

An example of such a solution graph is shown in Fig. 3. The TailEndTime of each node is indicated on the line next to the node. Theoretically, each virtual node at depth $h = i$ has four children. However, $V_{i,0}^i$ is an exception and only has two children $V_{i+1}^i$ and $V_{i+1}^i$. This is due to $t^i_{M,0} = -\infty$ (in Case 3), implying $V_{i,0}^i$ cannot affect task $T_{i+1}$. As a result, no matter task $T_{i+1}$ is executed on the server or on the mobile, the cellular interface must be in IDLE when $T_{i+1}$ arrives, thus $I_{i+1}$ must be 0.

The edge weight from a virtual node $V_{L_i,I_i}^i$ to its child $V_{L_{i+1},I_{i+1}}^i$, denoted as $W_{i+1}^i$, is defined as the additional energy consumed by the mobile device to execute $T_{i+1}$. The computation of this weight is not straightforward, since the additional energy of an offloaded task is related with the previous offloaded task. To solve this problem, we analyze different types of edges, and show that the computation of edge weight only depends on the locations of both task $T_i$ and $T_{i+1}$, and the temporal relation between them.

TYPE 1: $L_{i+1} = M$

For this type of edge, $T_{i+1}$ is executed on the mobile device. Then, the edge weight $W_{i+1}^i$ is the energy consumed to execute $T_{i+1}$ on the mobile device, which is $E_{m}(i+1)$.

TYPE 2: $L_i = S$ and $L_{i+1} = S$

$L_i = S$ means that $T_i$ is offloaded to the server, so $T_i$ is the previous offloaded task for $T_{i+1}$. The additional energy consumed to execute $T_{i+1}$ consists of three parts: tail energy after $T_i$, promotion energy before $T_{i+1}$ and execution energy of $T_{i+1}$. The offloading of $T_{i+1}$ to the server may help save some tail energy depending on the decision state of $T_{i+1}$. If $t^i_{L_i,I_i} = 0$, there is a complete tail as shown in Fig. 4(a). If $t^i_{L_i,I_i} = 1$, $T_{i+1}$ can compensate some tail which is $t_{L_i,I_i}^i - t_0(i+1)$ as shown in Fig. 4(b). For the promotion energy, it depends on the status of $T_{i+1}$. If $I_{i+1} = 0$, promotion is required. Otherwise, promotion energy can be saved. For the execution energy, $L_{i+1} = S$ means $T_{i+1}$ is executed on the server, so the energy is $E_{s}(i+1)$. As a result, we can compute the edge weight using Eq. 4.

$$W_{i+1}^i = P_{tail} \cdot (t_{tail} - I_{i+1} \cdot (t_{L_i,I_i}^i - t_0(i+1)))$$
$$+ (1 - I_{i+1}) \cdot P_{pro} \cdot t_{pro} + E_{s}(i+1)$$  

(4)

**TYPE 3:** $L_i = M$ and $L_{i+1} = S$

Similar to Type 2, the additional energy consumed to execute $T_{i+1}$ still consists of three parts. To compute the edge weight, we need to know the last tail before $T_{i+1}$. $L_i = M$ means task $T_i$ is executed on the mobile device, although it cannot be the producer of the last tail, it maintains the end time of the last tail as its TailEndTime. If $t^i_{L_i,I_i} = -\infty$, the last tail has ended before task $T_{i+1}$ starts. In this case, there is a complete tail before $T_{i+1}$ as shown in Fig. 4(c). If $t^i_{L_i,I_i} \neq -\infty$, the offloading of $T_{i+1}$ to the server may help save some tail energy and promotion energy depending on the status of $T_{i+1}$ as shown in Fig. 4(d). We can use Eq. 5 to compute the edge weight accordingly.

$$W_{i+1}^i = \begin{cases} P_{tail} \cdot t_{tail} + P_{pro} \cdot t_{pro} + E_{s}(i+1), & \text{if } t^i_{L_i,I_i} = -\infty \\ P_{tail} \cdot (t_{tail} - I_{i+1} \cdot (t_{L_i,I_i}^i - t_0(i+1))) + (1 - I_{i+1}) \cdot P_{pro} \cdot t_{pro} + E_{s}(i+1), & \text{if } t^i_{L_i,I_i} \neq -\infty \end{cases}$$  

(5)

We notice that $t^i_{L_i,I_i} = -\infty$ must lead to $I_{i+1} = 0$ (by Eq. 3), then Eq. 5 can be transformed and further be merged with Eq. 4. In summary, we can compute the edge weight using Eq. 6 for all types of edges, except that the edge weight from $V_{n}$ to $V_{end}$ is set to 0.

$$W_{i+1}^i = \begin{cases} E_{m}(i+1), & \text{if } L_{i+1} = M \\ P_{tail} \cdot (t_{tail} - I_{i+1} \cdot (t_{L_i,I_i}^i - t_0(i+1))) + (1 - I_{i+1}) \cdot P_{pro} \cdot t_{pro} + E_{s}(i+1), & \text{if } L_{i+1} = S \end{cases}$$  

(6)

D. **Optimal Offloading Algorithm**

We transform the optimal offloading problem to finding the shortest path in terms of energy consumption from $V_{start}$ to $V_{end}$ in the solution graph.
During the construction of the solution graph, we will at most generate one \( V_{S,0}^i \), one \( V_{S,1}^i \) and one \( V_{M,0}^i \) for task \( T_i \). For \( V_{M,1}^i \), it inherits its parent nodes’ TailEndTime (in Case 4). If it has multiple parent nodes, multiple \( V_{M,1}^i \) nodes with different TailEndTime are generated. Therefore, the number of nodes for each task increases as shown in Fig. 3. Task \( T_1 \) has only two nodes with subscript \( I_1 = 0 \) as the first task must not be affected by a former tail. \( T_2 \) has four nodes and one of them is \( V_{M,1}^2 \). \( T_3 \) has three \( V_{M,1}^3 \) nodes as there are three parent nodes at depth 2. According to this pattern, the number of nodes at depth \( i \) is \( 2i \). Then, the solution graph has \( |V| = O(n^2) \), and \( |E| = O(n^2) \).

We use Dijkstra’s algorithm to compute the shortest path. Based on the scale of the solution graph, the algorithm can compute the shortest path in polynomial time \( O(n^2 \log n) \). To get the optimal offloading solution, we back track from \( V_{end} \). If the shortest path traverses through node with \( L_i = S \) at depth \( i \), \( l_i = 1 \). Otherwise, \( l_i = 0 \). Next, we prove that the solution we get is indeed the optimal solution.

Theorem 1: The shortest path of the solution graph represents the optimal solution of the computation offloading problem.

Proof: Let \( D \) denote the solution constructed based on the shortest path \( p \), and \( E(D) \) is the overall energy consumption. Suppose to the contrary that \( D \) is not the optimal solution, then there must exist a solution \( D' = \{ \mu_1, \ldots, \mu_i, \ldots, \mu_n \} \neq D \) such that \( E(D') < E(D) \).

We can map \( D' \) to a path on the solution graph \( G \) as follows. For \( T_i \) with \( \mu_i = 1 \), it is mapped to node \( V_{S,0}^i \) if the cellular interface is in IDLE state when \( T_i \) arrives, otherwise it is mapped to \( V_{S,1}^i \). For \( T_i \) with \( \mu_i = 0 \), it is mapped to node \( V_{M,0}^i \) if the cellular interface is in IDLE state. Otherwise, we find the maximum \( j \) such that \( \mu_j = 1 \) and \( j < i \). If \( T_j \) has been mapped to \( V_{S,0}^j \), \( T_i \) is mapped to \( V_{S,1}^i \) with \( t_{i,M}^i = \mu_j^i \); otherwise, \( T_i \) is mapped to \( V_{M,1}^i \) with \( t_{i,M}^i = t_{S,1}^i \). As shown in Fig. 3, there are \( 2(i-1) - 1 \) \( V_{M,1}^i \) nodes with different TailEndTime: two with \( t_{S,0}^i \) and \( t_{S,1}^i \) inherited from every \( T_k \) \( (1 < k < i) \) and one with \( t_{S,0}^i \) inherited from \( T_i \). Thus, \( T_i \) can be definitely mapped to the corresponding node. Considering the construction process of \( G \), there must exist a path \( p' \) from \( V_{start} \) to \( V_{end} \) that traverses all and only the mapped nodes, and its weight is \( W(p') \).

Next, we need to prove \( W(p') = E(D') \). We divide the edges of \( p' \) into two sets: \( S_1 = \{(V^i, V^{i+1})|L_{i+1} = M\} \) and \( S_2 = \{(V^i, V^{i+1})|L_{i+1} = S\} \), with weight \( W(S_1) \) and \( W(S_2) \), respectively. \( E(D') \) also consists of two part: \( E(D')_1 \) and \( E(D')_2 \), which are the overall energy of tasks executed on the mobile and the server, respectively. According to Eq. 6 (case \( L_{i+1} = M \)), \( E(D')_1 = \sum_{m=0}^{n} E_m(i) = W(S_1) \). Then we use a sequence to represent all tasks that are executed on the server, and use \( T_j \) and \( T_{i+1} \) to denote any two consecutive tasks. Since the long tail generated by \( T_j \) is maintained by \( T_i \) as \( t_{L_{i+1}} \), we can use Eq. 6 (case \( L_{i+1} = S \)) to calculate the energy to execute \( T_{i+1} \) and the tail energy between \( T_j \) and \( T_{i+1} \). Summing up the energy of all \( \sum_{i=1}^{n} t_i' \) tasks, we get

\[
E(D')_2 = W(S_2).
\]

As solution \( D \) represents the shortest path on \( G \), we have \( E(D) = W(p) \leq W(p') = E(D') \). A contradiction.

E. Parallel Tasks

The above solution assumes that the task executions do not overlap with each other. In some cases, several tasks may arrive at the same time. For example in Fig. 5, suppose the cellular interface receives task \( T_i \) immediately followed by another task \( T_{i+1} \), and both tasks are offloaded to the server. After sending \( T_i \)'s input, the cellular interface continues to send \( T_{i+1} \)'s input while \( T_i \) is being executed at the server. When parallel tasks are allowed, the task execution model has to be modified. Next, we explain how to adapt our optimal offloading algorithm to find the optimal decisions when parallel tasks exist.

In our task execution model (Section III-C), the energy to offload task \( T_i \) consists of the energy to send the input and output data, and the tail energy between them. When tasks are sequential, this tail energy only depends on the execution time of the offloaded task on the server. However, when tasks are overlapped, the calculation becomes complicated since there may be multiple data transmissions between \( T_i \)'s input and output data transmissions. To calculate the tail energy of each data transmission, we modify the model by considering the input and output data transmission of each task as two separate subtasks. As shown in Fig. 5, we use subtask \( T_{i,n}^in \) and subtask \( T_{i,n}^out \) to represent task \( T_i \)'s input and output data transmission, respectively. In this way, the original parallel tasks are converted to sequential subtasks. When subtasks are also overlapped (\( \Delta t < 0 \)), there is no tail energy between them.

Using the modified model, the original problem to find optimal offloading decisions for \( n \) tasks transforms to finding the optimal solution for \( 2n \) sequential subtasks. With the constraint that \( T_{i,n}^in \) and \( T_{i,n}^out \) must have the same offloading decision, we can then adapt our optimal offloading algorithm to solve the problem. We will not elaborate the details in this paper due to space limitation.

V. Online Computation Offloading

The optimal computation offloading algorithm can minimize the energy consumption. However, it requires the complete knowledge of all tasks such as task intervals and task execution profiles (i.e., the energy consumed to execute the task on the
smartphone and the server). In this section, we relax these requirements and present an online computation offloading algorithm.

A. Online Offloading Algorithm

Intuitively, a computationally intensive task should be offloaded under two scenarios. Suppose the last offloaded task \( T_{last} \) before \( T_i \) happened at \( t_1 \), \( T_i \) arrives at \( t_2 \), and \( T_{i+1} \) will arrive at \( t_3 \). First, if \( t_2 - t_1 \) is small, sending \( T_i \) to the server can cut the long tail generated by \( T_{last} \). Second, if \( t_3 - t_2 \) is small, the long tail generated by offloading \( T_i \) may also be cut if \( T_{i+1} \) is offloaded too. The first scenario is easy to identify as the mobile device has all the information of past tasks. However, the second scenario is hard to identify and we have to rely on predictions. If we can predict that \( T_{i+1} \) will arrive soon after \( T_i \) (will be quantified later), then offloading task \( T_i \) can save energy. In the rest of this section, we introduce our prediction method in the online algorithm.

The basic idea of our online algorithm is to offload a task when there is a high probability that offloading the task consumes less energy than executing it on the mobile, i.e.,

\[
P(E_{s}^\text{total}(i) < E_{m}^\text{total}(i)) \geq \theta \tag{7}
\]

where \( \theta \) is a system parameter. \( E_{s}^\text{total}(i) \) and \( E_{m}^\text{total}(i) \) denote the total energy consumption to offload task \( i \) and to execute it on the mobile device, respectively. The superscript “total” means that the energy also includes the tail energy related to \( T_i \). \( E_{s}^\text{total}(i) = P_{tail} \cdot t_{tail} + E_{m}(i) \), which includes the energy of a complete tail as \( E_{tail}(i) \). As shown in Fig. 6, \( E_{tail}(i) \) is the tail energy between \( T_{last} \) and \( T_i \), and \( E_{tail}(i)' \) is the tail energy between \( T_i \) and \( T_{i+1} \). \( E_{s}^\text{total}(i) \) is the sum of \( E_{tail}(i) \), the server execution energy \( E_s(i) \), and \( E_{tail}(i)' \).

Since the mobile device has already made offloading decisions for the past tasks, \( E_{tail}(i) \) can be calculated easily. Letting \( \Delta t_i \) denote the time interval between \( T_i \) and \( T_{last} \), \( E_{tail}(i) \) can be calculated as follows. If \( \Delta t_i \) is smaller than \( t_{tail} \), there is only partial tail energy \( P_{tail} \cdot \Delta t_i \); Otherwise, offloading \( T_i \) will consume extra promotion energy and a complete tail energy.

The calculation of \( E_{tail}(i)' \) depends on the time interval \( \Delta t_i \) between \( T_i \) and \( T_{i+1} \). Since the mobile device has no knowledge of future tasks, we can only get \( E_{tail}(i)' \) based on prediction. Let random variable \( T \) denote the task arrival interval, then the offloading requirement given by Eq. 7 can be specified as

\[
P(T < \Delta t_i') = F(\Delta t_i') \geq \theta. \tag{8}
\]

Algorithm 1: The online algorithm

**Data:** Task set

**Result:** Decision sequence \( D \)

Last offloaded task \( T_{last} \leftarrow \text{null} \);

Last transfer end time \( t_{last} \leftarrow -\infty \):

for \( i \leftarrow 1 \) to \( n \) do

\[
\Delta t_i \leftarrow a_0(i) - t_{last} ;
\]

if \( \Delta t_i < t_{tail} \) then

\[
E_{tail}(i) \leftarrow P_{tail} \cdot \Delta t_i ;
\]

else

\[
E_{tail}(i) \leftarrow P_{pro} \cdot t_{pro} + P_{tail} \cdot t_{tail} ;
\]

end

\[
E_{m}(i) \leftarrow P_{tail} \cdot t_{tail} + E_{m}(i) ;
\]

\[
\Delta t_i' \leftarrow \frac{E_{tail}(i) + E_{tail}(i)'}{E_{m}(i)} ;
\]

end

\[
P(\Delta t_i') \leftarrow \text{Eq. 8} ;
\]

if \( P(\Delta t_i') \geq \theta \) then

\[
\text{offload } T_i ;
\]

\[
l_i = 1 ;
\]

update \( T_{last} \leftarrow T_i ;
\]

update \( t_{last} ;
\]

else

\[
\text{execute } T_i \text{ on mobile device;}\]

\[
l_i = 0 ;
\]

end

B. Task Arrival Interval

We distributed five Android smartphones with our Optical Character Recognition (OCR) application installed to users, and collected one week of trace which has 528 tasks. Fig. 7 shows the CCDF (Complementary CDF) of the task arrival interval. As can be seen, the CCDF values exhibit linear decay which suggests power-law characteristics. By definition, it means that many task arrival intervals are short and few are long. The CDF of the task arrival interval \( T \) is given by

\[
F(t) = \begin{cases} 
1 - \left( \frac{t}{t_{min}} \right)^{\beta}, & \text{if } t \geq t_{min} \\
0, & \text{if } t < t_{min}
\end{cases}
\]
where \( t_{\min} \) is the minimum possible value of \( T \), and \( \beta \) is a positive parameter.

C. Parameter Setting

Parameter \( \theta \) directly affects the decisions of our online algorithm. We perform an experiment to help select \( \theta \). We choose 20 tasks from the trace and run our online algorithm on a smartphone with different \( \theta \). For each \( \theta \), the smartphone executes tasks locally and offloads to the server according to the decisions made by the online algorithm. We measure the energy consumption of the phone in each round and plot the result in Fig. 8. We find that setting \( \theta \) to 70% can get the best performance in terms of energy consumption, thus, we use it as the default value in our algorithm.

VI. PERFORMANCE EVALUATIONS

To evaluate the performance of the computation offloading algorithms, we have implemented the proposed algorithms on smartphones and compared their performance to existing solutions through experiments and trace-driven simulations.

A. Experimental Setup

We have implemented an OCR application based on Tesseract library [22] on Android-based smartphones and on the remote server. The OCR application provides automatic conversion of photographed images of printed text into machine-readable text. We also implemented the online offloading algorithm on smartphones. The mobile device is a Samsung Galaxy S III (GS3) smartphone running Android 4.0.2. The server is a dual-core desktop with a 2.3GHz CPU and a 6GB of RAM running Windows 7.

To setup the parameters, we measured the power consumption and the throughput in 3G and LTE when the cellular interface is at different states. To measure the power consumption, we use the Monsoon Power Monitor [23] to provide constant power to the smartphone instead of using battery. The results are shown in Table I and Table II.

To get the task execution time and the energy consumption as a function of the task execution time.

Our algorithm is compared with the following approaches:

- **AllMobile**: all tasks are executed on the smartphone.
- **AllServer**: all tasks are executed on the remote server.
- **ThinkAir* [15]**: the decision of offloading is based on user specified policy. Among the four policies in ThinkAir, the “Energy” policy has the same goal as our algorithm and is used for comparison. It compares the energy consumption of running the computation locally and that of offloading to the cloud, and only offloads the computation when energy can be saved. However, ThinkAir does not consider the long tail problem.

The metrics used for comparison are energy consumption and execution time. If a task is offloaded, the execution time consists of communication time and computation time.

B. Experimental Results

In this section, we compare our algorithms with others using real experiments. In the experiments, the WiFi interface of the smartphone is turned off and the phone works under LTE. 40 OCR tasks are used in the evaluation, and the parameters of the
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Fig. 8. The effects of \( \theta \)

Fig. 9. Energy and execution time of different offloading algorithms
tasks are shown in Table III. The task arrival time is recorded when the experiment is run and then replayed when other algorithms are used. For example, in AllMobile, the timestamp of the task arrival time is recorded. When AllServer is run, we still use the same task arrival time.

Fig. 9 shows the experimental results. The experimental results show that our offloading algorithm (“TailAware”) can save more energy than other approaches, which is about 43% compared to AllMobile, 39% compared to AllServer, and 34% compared to ThinkAir*. AllServer only consumes 7% less energy than AllMobile, which indicates that the energy spent for offloading is almost comparable to the energy saved by offloading. For ThinkAir*, since it does not consider the long tail problem, it may offload a task even though the actual energy consumption including the tail energy is more than local execution, and hence consumes more energy than ours. Note that if fast dormancy is used, more tasks will be offloaded in our algorithm. This is because fast dormancy can reduce the tail energy and then some tasks used to be executed on the mobile to avoid heavy communication cost will become worth offloading.

Fig. 9(b) compares the execution time, which includes the communication time and the computation time. For AllMobile, the communication time is 0 since its computation is not offloaded. For AllServer, although it has low computation time, its communication time is much higher than others. The goal of our algorithm is to minimize the energy, but it also achieves a balance between communication time and computation time. From the figure, we can see that our algorithm reduces the execution time by 46% compared to AllMobile. The execution time of our algorithm is similar to AllServer and ThinkAir*, but our algorithm can save much more energy.

C. Trace-Driven Simulations

In our experiment, we also collected the task traces, which are used for evaluating the performance of our algorithms. Such trace-driven simulations will give us more flexibility to study the effects of other parameters on performance. In the simulations, we compare AllMobile, AllServer, ThinkAir*, and both variants (Optimal and Online) of our TailAware offloading algorithm.

1) Comparisons on Energy Consumption and Execution Time: The power consumption and execution time of different approaches in 3G and LTE networks are shown in Fig. 10. Overall, our offloading algorithms can save at least 43% of energy in 3G and 40% in LTE networks, and reduce the execution time by 50% in 3G and 55% in LTE networks compared to that without computation offloading.

For power consumption, by comparing Fig. 10(a) and Fig. 10(b), we have the following observations. First, our algorithms have better performance in LTE than in 3G network. This is because LTE has much higher throughput and thus can reduce the time in high power state for data transmission. As AllMobile does not use the cellular interface, the energy consumption does not change in different networks. Second, ThinkAir* outperforms AllMobile and AllServer. Compared to ThinkAir*, our algorithms consume 30% less energy in 3G networks, and 38% less energy in LTE networks. Third, the online offloading algorithm can achieve similar energy saving as the optimal.

Fig. 10(c) compares the execution time under 3G. As can be seen, AllServer is the worst. This is because 3G has limited bandwidth and AllServer spends much longer time on offloading the tasks to the server. This result is changed when LTE is used, as shown in Fig. 10(d). The reason is that LTE has much higher throughput, and then AllServer spends less time to offload the tasks to the server compared to AllMobile. From the figures, we can also see that our algorithms have similar execution time compared to ThinkAir*.

2) Impact of Task Data Size: The input and output data size of a task (task data size) will affect the energy consumed during offloading. In this section, we change the input and output data size by the same factor, and evaluate its effects on performance.

Fig. 11(a) and Fig. 11(b) show the energy saving rate of different approaches compared to AllMobile. As can be seen, with the increase of data size, the energy saving drops quickly for AllServer, whereas our algorithms can still achieve good performance. In both 3G and LTE, with the increase of data size, AllServer even consumes more energy than AllMobile. This indicates that the computational energy saved by offloading is less than the energy consumed by data transmission as the task data size increases. Then, always offloading tasks to the server (AllServer) becomes a bad choice. Since LTE has much higher bandwidth than 3G, the impact of increasing the
increases the execution time as the task data size increases. Our algorithms outperform AllServer in 3G which significantly
has less impact on the transmission time, thus the execution
time reduction rate remains relatively high for all approaches
except AllServer. Compared to ThinkAir*, our algorithms can
achieve similar reduction rate in all cases.

3) Impact of Task Complexity: The complexity of a task
affects the computation time at the mobile and the server, and
hence the execution time and the energy consumption. For a more complex task, the advantage to use a fast server will be
more obvious. In this section, we change the task complexity
for the mobile and the server by the same factor and evaluate
its effects on performance.

Fig.12(a) and Fig.12(b) show the energy saving rates of
different approaches compared to AllMobile. When the task complexity increases, the energy saving rate also increases
since offloading the task will reduce more computation time. However, the advantage of our algorithms over AllServer and
ThinkAir* drops as the task complexity increases. This is because
the energy saved for computation gradually dominates
the overall energy saving as the task complexity increases, and
then our algorithms’ efforts on energy saving of data transmission including the tail energy become less obvious. When the task complexity is reduced by half (0.5 in x-axis),
AllServer and ThinkAir* even consume more energy than
AllMobile. This is because at this time the tasks are too simple
to be offloaded, and the energy saved in computation is not as
much as the energy spent on data transmission. For execution
time, since offloading can reduce more computation time as
the task complexity increases, the performance also becomes
better as shown in Fig.12(c) and Fig.12(d).

In summary, our offloading algorithms can save energy and
reduce the execution time when the task data size is small
and when the task complexity increases. Also, offloading with
LTE can achieve better performance than 3G.

VII. CONCLUSION

In this paper, we proposed energy-efficient computation
offloading algorithms for cellular networks. We formally
analyzed the effect of the long tail problem when making
offloading decisions and proposed a novel solution to minimize
the energy consumption of mobile devices. We formulated the
offloading problem as a shortest path problem and used Dijk-
stra’s algorithm to find the optimal solution. We also proposed
an online offloading algorithm and have implemented it on
Android-based smartphones. Experimental results show that
our offloading algorithm can save about 35% of the energy.
Trace-driven simulation results show that the proposed off-
loading algorithms are more effective for complex tasks with
small data size, and LTE is a better choice for computation
offloading than 3G.
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