
Chapter II

Physics of Computation

These lecture notes are exclusively for the use of students in Prof. MacLen-
nan’s Unconventional Computation course. c�2017, B. J. MacLennan, EECS,
University of Tennessee, Knoxville. Version of August 20, 2017.

A Energy dissipation

As an introduction to the physics of computation, and further motivation
for unconventional computation, we will discuss Michael P. Frank’s analysis
of energy dissipation in conventional computing technologies (Frank, 2005b).
The performance R of a computer system can meeasured by the number of
computational operations executed per unit time. This ratio is the product
of the number operations per unit of dissipated energy times the energy
dissipation per unit time:
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t
=

N
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E
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⇥ E
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. (II.1)

Here we have defined P
diss

to be the power dissipated by the computation
and the energy e�ciency F

E

to be to be the number of low-level bit opera-
tions performed per unit of energy. The key parameter is F

E

, which is the
reciprocal of the energy dissipated per bit operation.

This energy can be estimated as follows. Contemporary digital electronics
uses CMOS technology, which represents a bit as the charge on a capacitor.
The energy to set or reset the bit is (approximately) the energy to charge
the capacitor or the energy dissipated when it discharges. Voltage is energy
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30 CHAPTER II. PHYSICS OF COMPUTATION

per unit charge, so the work to move an infinitesimal charge dq from one
plate to the other is V dq, where V is the voltage between the plates. But
V is proportional to the charge already on the capacitor, V = q/C. So the
change in energy is dE = V dq = q

C
dq. Hence the energy to reach a charge

Q is

E =

Z Q
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2

CV 2).
Frank observes that Moore’s law in the 1985–2005 period was a result of

an exponential decrease in C resulting from decreasing feature sizes (since
capacitance is proportional to area) and a decrease in logic voltage V from
5V to about 1V (further improving E by a factor of 25). The clock rate also
went up with smaller feature sizes. (See Fig. II.1.)

Unfortunately, neither the transistor lengths nor the voltage can be re-
duced much more, for if the signal is too small in comparison with thermal
energy, then thermal noise will lead to unreliable operation, because the
thermal fluctuations will be of the same order as the signals (Fig. II.2). The
thermal energy is ET = k

B

T , where k
B

is Boltzmann’s constant and T is the
absolute temperature. Since k

B

⇡ 8.6 ⇥ 10�5 eV/K = 1.38 ⇥ 10�23J/K, and
room temperature T ⇡ 300K, room-temperature thermal energy is

ET = k
B

T ⇡ 26 meV ⇡ 4.14 ⇥ 10�21J ⇡ 4 zJ.

(Fig. II.1 shows ET .)
We have seen that E

sig

= 1

2

CV 2, but for reliable operation, how big
should it be in comparison to ET ? Frank estimates E

sig

� k
B

T lnR, where
the reliability R = 1/p

err

, for a desired probability of error p
err

.1 For example,
for a reasonable reliability R = 2 ⇥ 1017, E

sig

� 40k
B

T ⇡ 1 eV, which is the
energy to move one electron with 1V logic levels. This implies a maximum
energy e�ciency of

F
E

= 1 op/eV ⇡ 1 op

1.6 ⇥ 10�19J
= 6.25 ⇥ 1018op/J. (II.2)

A round 100k
B

T corresponds to an error probability of p
err

= e�100 = 3.72⇥
10�44 (at room temperature). Therefore, a reasonable target for reliable
operation is

E
sig

& 100k
B

T ⇡ 2.6 eV = 414 zJ.

1Frank (2005b, slide 7).
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Figure II.2: Depiction of 0-1-0-1-1 pulses in the presence of high thermal
noise.

This, therefore, is an estimate of the minimum energy dissipation per op-
eration for reliable operation using conventional technology. Nevertheless,
these conclusions are independent of technology (electronic, optical, carbon
nanotube, etc.), since they depend only on relative energy levels for reliable
operation.2

One apparent solution is to operate at a lower temperature T , but it does
not help much, since the e↵ective T has to reflect the environment into which
the energy is eventually dissipated (i.e., the energy dissipation has to include
the refrigeration to operate below ambient temperature). Another possible
solution, operating closer to k

B

T and compensating for low reliability with
error-correcting codes, does not help, because we need to consider the total
energy for encoding a bit. That is, we have to include the additional bits
required for error detection and correction.

Frank observed in 2005 that the smallest logic signals were about 104k
B

T ,
and therefore that there were only about two orders of magnitude improve-
ment in reliable operation. “A factor of 100 means only around 10 years re-
main of further performance improvements, given the historical performance
doubling period of about 1.5 years. Thus, by about 2015, the performance

2Frank presentation, “Reversible Computing: A Cross-Disciplinary Introduction” (Be-

yond Moore), Mar. 10, 2014. put in bib
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of conventional computing will stop improving, at least at the device level”
(Frank, 2005b).

In fact, these limitations are becoming apparent. By 2011 computer en-
gineers were worrying about “the 3 GHz wall,” since computer clock speeds
had been stalled at about that rate for five years.3 Recent processors have
gone a little beyond the barrier, but a “power wall” remains, for although in-
dividual processors can be operated at higher speeds, the millions or billions
of transistors on a chip dissipate excessive amounts of energy. This presents
an obstacle for future supercomputers.

As of August 2017 the fastest computer was the Sunway TaihuLight.4 It is
rated at 93 petaflops on the LINPACK benchmark and has 10,649,600 cores
with 1.31 PB of memory. It consumes 16 MW, which is about the power
consumed by 1400 homes, and is quite e�cient, with F

E

= 6 Gflops/W,
that is 166 pJ/flop (the fourth most e�cient supercomputer at the time).
To convert floating-point operations to basic logic operations, including all
the overhead etc., one conversion estimate is 107 to 108 ops/flop. There-
fore, we can compare the theoretical best energy e�ciency (Eq. II.2), F�1

E

=
1.6⇥10�7pJ/op ⇡ 1.6 to 16 pJ/flop, with the 144pJ/flop of the Sunway Tai-
huLight. The gap is only about one order of magnitude. Indeed, it has been
estimated that scaling up current technology to 1 exaflops would consume
1.5 GW, more than 0.1% of US power grid.5 This is impractical.

It might be possible to get energy consumption down to 5 to 10 pJ/flop,
but “the energy to perform an arithmetic operation is trivial in comparison
with the energy needed to shu✏e the data around, from one chip to another,
from one board to another, and even from rack to rack.”6 Indeed, due to the
di�culty of programming parallel computers, and due to delays in internal
data transmission, it is di�cult to use more than 5% to 10% of a supercom-
puter’s capacity for any extended period; most of the processors are idling.7

3
Spectrum (Feb. 2011) spectrum.ieee.org/computing/hardware/nextgeneration-

supercomputers/0 (accessed Aug. 20, 2012).
4https://en.wikipedia.org/wiki/Sunway TaihuLight (accessed Aug. 11, 2017). I will

use “flop” for “floating point operations” and “flops” for “floating point operations per
second” = flop/s. Note that “flop” is a count and “flops” is a rate. Also note that since
W = J/s, flops/W = flop/J.

5
Spectrum (Feb. 2011) spectrum.ieee.org/computing/hardware/nextgeneration-

supercomputers/0 (accessed Aug. 20, 2012).
6
Spectrum (Feb. 2011) spectrum.ieee.org/computing/hardware/nextgeneration-

supercomputers/0 (accessed Aug. 20, 2012).
7
Spectrum (Feb. 2011) spectrum.ieee.org/computing/hardware/nextgeneration-
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So with those 10.6 ⇥ 106 cores, most of the time about ten million of them
are idle! There has to be a better way.

supercomputers/0 (accessed 2012-08-20).
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B Thermodynamics of computation

“Computers may be thought of as engines for transforming free energy into
waste heat and mathematical work.” — Bennett (1982)

B.1 Von Neumann-Landaur Principle

B.1.a Information and entropy

We will begin with a quick introduction or review of the entropy concept;
we will look at it in more detail soon (Sec. B.2). The information content
of a signal (message) measures our “surprise,” that is, how unlikely it is.
I(s) = � logb P{s}, where P{s} is the probability of signal s. We take logs
so that the information content of independent signals is additive. We can
use any base, and for b = 2, e, and 10, the corresponding units are bits (or
shannons), nats, and dits (also, hartleys, bans). Therefore, if a signal has a
50% probability, then it conveys one bit of information. The entropy of a
distribution of signals is their average information content:

H(S) = E{I(s) | s 2 S} =
X
s2S

P{s}I(s) = �
X
s2S

P{s} logP{s}.

Or more briefly, H = �
P

k pk log pk. For example, if P{1} = 1/16 and
P{0} = 15/16, we will receive, on the average, H = 0.3 bits of information.

According to a well-known story, Shannon was trying to decide what to
call this quantity and had considered both “information” and “uncertainty.”
Because it has the same mathematical form as statistical entropy in physics,
von Neumann suggested he call it “entropy,” because “nobody knows what
entropy really is, so in a debate you will always have the advantage.”8 (This
is one version of the quote.) I will call it information entropy when I need to
distinguish it from the thermodynamical concept.

An important special case is the entropy of a uniform distribution. If
there are N signals that are all equally likely, then H = logN . Therefore, if
we have eight equally likely possibilities, the entropy is H = lg 8 = 3 bits.9

8https://en.wikipedia.org/wiki/History of entropy (accessed 2012-08-24).
Ralph Hartley laid the foundations of information theory in 1928, on which Claude
Shannon built his information theory in 1948.

9I use the notations lg x = log2 x and ln x = loge x.
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A uniform distribution maximizes the entropy (and minimizes the ability to
guess).

In computing, we are often concerned with the state of the computation,
which is realized by the state of a physical system. Consider a physical
system with three degrees of freedom (DoF), each with 1024 possible values.
There are N = 10243 = 230 possible states, each describable by three 10-bit
integers. If we don’t care about the distance between states (i.e., distance
on each axis), then states can be specified equally well by six 5-bit numbers
or one 30-bit number, etc. (or ten digits, since 30 log

10

2 ⇡ 9.03 digits). Any
scheme that allows us to identify all 230 states will do. We can say that there
are 30 binary degrees of freedom.

In computing we often have to deal with things that grow exponentially
or are exponentially large (due to combinatorial explosion), such as solution
spaces. (For example, NP problems are characterized by the apparent neces-
sity to search a space that grows exponentially with problem size.) In such
cases, we are often most concerned with the exponents and how they relate.
Therefore it is convenient to deal with their logarithms (i.e., with logarith-
mic quantities). The logarithm represents, in a scale-independent way, the
degrees of freedom generating the space.

Di↵erent logarithm bases amount to di↵erent units of measurement for
logarithmic quantities (such as information and entropy). As with other
quantities, we can leave the units unspecified, so long as we do so consistently.
I will use the notation “log x” for an unspecific logarithm, that is, a logarithm
with an unspecified base.10 When I mean a specific base, I will write ln x,
lg x, log

10

x, etc. Logarithms in specific bases can be defined in terms of
unspecific logarithms as follows: lg x = log x/ log 2, lnx = log x/ log e, etc.
(The units can be defined bit = log 2, nat = log e, dit = log 10, etc.)

B.1.b The von Neumann-Landauer bound

Thermodynamic entropy is unknown information residing in the physical
state. The macroscopic thermodynamic entropy S is related to microscopic
information entropyH by Boltzmann’s constant, which expresses the entropy
in thermodynamical units (energy over temperature). If H is measured in
nats, then S = k

B

H = k
B

lnN , for N equally likely states. When using

10Frank (2005a) provides a formal definition for the indefinite logarithm. I am using
the idea less formally, an “unspecific logarithm,” whose base is not mentioned. This is a
compromise between Frank’s concept and familiar notation; we’ll see how well it works!
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Figure II.3: Physical microstates representing logical states. Setting the
binary device decreases the entropy: �H = lgN � lg(2N) = �1 bit. That
is, we have one bit of information about its microstate.

unspecific logarithms, I will drop the “B” subscript: S = kH = k logN . The
physical dimensions of entropy are usually expressed as energy over temper-
ature (e.g., joules per kelvin), but the dimensions of temperature are energy
per degree of freedom (measured logarithmically), so the fundamental di-
mension of entropy is degrees of freedom, as we would expect. (There are
technical details that I am skipping.)

Consider a macroscopic system composed of many microscopic parts (e.g.,
a fluid composed of many molecules). In general a very large number of
microstates (or microconfigurations) — such as positions and momentums of
molecules — will correspond to a given macrostate (or macroconfiguration)
— such as a combination of pressure and termperature. For example, with
m = 1020 particles we have 6m degrees of freedom, and a 6m-dimensional
phase space.

Now suppose we partition the microstates of a system into two macro-
scopically distinguishable macrostates, one representing 0 and the other rep-
resenting 1. For example, whether the electrons are on one plate of a ca-
pacitor or the other could determine whether a 0 or 1 bit is stored on it.
Next suppose N microconfigurations correspond to each macroconfiguration
(Fig. II.3). This could be all the positions, velocities, and spins of the many
electrons, which we don’t care about and cannot control individually. If we
confine the system to one half of its microstate space in order to represent a
0 or a 1, then the entropy (average uncertainty in identifying the microstate)
will decrease by one bit. We don’t know the exact microstate, but at least
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Figure II.4: Thermodynamics of erasing a bit. On the left is the initial state
(time t), which may be logical 0 or logical 1; on the right (time t + 1) the
binary device has been set to logical 0. In each case there are N microstates
representing each prior state, so a total of 2N microstates. However, at time
t + 1 the system must be in one of N posterior microstates. Therefore N
of the microstate trajectories must exit the defined region of phase space
by expanding into additional, uncontrolled degrees of freedom. Therefore
entropy of the environment must increase by at least �S = k log(2N) �
k logN = k log 2. We lose track of this information because it passes into
uncontrolled degrees of freedom.

we know which half of the state-space it is in.
In general, in physically realizing a computation we distinguish information-

bearing degrees of freedom (IBDF), which we control and use for computation,
from non-information-bearing degrees of freedom (NIBDF), which we do not
control and are irrelevant to the computation (Bennett, 2003).

Consider the process of erasing or clearing a bit (i.e., setting it to 0, no
matter what its previous state): we are losing one bit of physical information.
The physical information still exists, but we have lost track of it.

Suppose we have N physical microstates per logical macrostate (logical
0 or logical 1). Before the bit is erased it can be in one of 2N possible
microstates, but there are only N microstates representing its final state.
The laws of physics are reversible,11 so they cannot lose any information.
Since physical information can’t be destroyed, it must go into NIBDF (e.g.,
the environment or thermal motion of the atoms) (Fig. II.4). The trajectories
have to expand into other degrees of freedom (NIBDF) to maintain the phase

11This is true in both classical and quantum physics. In the latter case, we cannot have
2N quantum states mapping reversibly into only N quantum states.
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space volume.
The information lost, or dissipated into NIBDF (typically as heat), is

�S = k log(2N)�k logN = k log 2. (In physical units this is �S = k
B

ln 2 ⇡
10�23J/K.) Therefore the increase of energy in the device’s environment is
�Q = �S ⇥ T

env

= k
B

T
env

ln 2 ⇡ 0.7kT
env

. At T
env

= 300K, k
B

T
env

ln 2 ⇡
18 meV ⇡ 3 ⇥ 10�9 pJ = 3 zJ. We will see that this is the minimum
energy dissipation for any irreversible operation (such as erasing a bit); it
is called the von Neumann–Landauer (VNL) bound (or sometimes simply
the Landauer bound). Von Neumann suggested the idea in 1949, but it was
published first by Rolf Landauer (IBM) in 1961.12 Recall that for reliable
operation we need logic levels of at least 40k

B

T
env

to 100k
B

T
env

, which is two
orders of magnitude above the von Neumann–Landauer limit of 0.7k

B

T
env

.
“From a technological perspective, energy dissipation per logic operation in
present-day silicon-based digital circuits is about a factor of 1,000 greater
than the ultimate Landauer limit, but is predicted to quickly attain it within
the next couple of decades” (Berut et al., 2012). That is, current circuits
have signal levels of about 18 eV, which we may compare to the VNL, 18
meV.

In research reported in March 2012 Berut et al. (2012) confirmed ex-
perimentally the Landauer Principle and showed that it is the erasure that
dissipates energy. They trapped a 2µ silica ball in either of two laser traps,
representing logical 0 and logical 1. For storage, the potential barrier was
greater than 8k

B

T , and for erasure, the barrier was lowered to 2.2k
B

T by
decreasing the power of the lasers and by tilting the device to put it into
the logical 0 state (see Fig. II.5). At these small sizes, heat is a stochastic
property, so the dissipated heat was computed by averaging the trajectory
of the particle over multiple trials:

hQi =
⌧

�
Z ⌧

0

ẋ(t)
@U(x, t)

@x
dt

�
x

.

(The angle brackets means “average value.”) Complete erasure results in the
ball being in the logical 0 state; incomplete erasure results in it being in the
logical 0 state with probability p. They established a generalized Landauer
bound in which the dissipated heat depends on the completeness of erasure:

hQip
Landauer

= kT [log 2+ p log p+(1� p) log(1� p)] = kT [log 2�H(p, 1� p)].

12See Landauer (1961), reprinted in Le↵ & Rex (1990) and Le↵ & Rex (2003), which
include a number of other papers analyzing the VNL principle.
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Figure II.5: Erasing a bit by changing potential barrier. (Figure from Berut
et al. (2012).)
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Therefore, for p = 1, heat dissipation is kT ln 2, but for p = 1/2 (ine↵ective
erasure) no heat needs to be dissipated. Notice how the dissipated energy
depends on the entropy H(p, 1 � p) of the final macrostate.

B.1.c Irreversible operations

Suppose the phase space is divided intoM macrostates of sizeN
1

, N
2

, . . . , NM ,
where N = N

1

+ N
2

+ · · · + NM . Let pij be the probability the device is in
microstate i of macrostate j. The total entropy is

S = �k
X
ij

pij log pij. (II.3)

We can separate this into themacroscopic entropy associated with the macro-
states (IBDF) and the microscopic entropy associated with the microstates

(NIBDF). Now let Pj =
PNj

i=1

pij be the probability of being in macrostate
j. Then Eq. II.3 can be rearranged (Exer. II.1):

S = �k
X

j

Pj logPj � k
X

j

Pj

NjX
i=1

pij

Pj

log
pij

Pj

= S
i

+ S
h

. (II.4)

The first term is the macrostate entropy (IBDF):

S
i

= �k
X

j

Pj logPj.

The second is the microstate entropy (NIBDF):

S
h

= �k
X

j

Pj

NjX
i=1

pij

Pj

log
pij

Pj

.

Note that the ratios in the inner summation are essentially conditional prob-
abilities, and that the inner summation is the conditional entropy given that
you are in macrostate j.

When we erase a bit, we go from a maximum S
i

of 1 bit (if 0 and 1 are
equally likely), to 0 bits (since there is no uncertainty). Thus we lose one bit
of information, and the macrostate entropy decreases �S

i

= �k log 2. (The
actual entropy decrease can be less than 1 bit if the 0 and 1 are not equally
likely initial states.) Since according to the Second Law of Thermodynamics
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�S � 0, we have a corresponding minimum increase in microstate entropy,
�S

h

� k log 2. Typically this is dissipated as heat, �Q � kT log 2. The
information becomes inaccessible and unusable.

The standard logic gates (And, Or, Xor, Nand, etc.) have two input
bits and one output bit. Therefore the output will have lower entropy than
the input, and so these gates must dissipate at least 1 bit of entropy, kT log 2
energy. Consider, for example, And. If the four inputs 00, 01, 10, 11, are
equally likely, then the input entropy is H

i

= 2 bits. However the output
entropy will be H

o

= �(1/4) lg(1/4) � (3/4) lg(3/4) = 0.811, so the entropy
lost is 1.189 bits. To compute the dissipated energy in Joules, multiply by
ln 2 to convert bits to nats (or shannons to hartleys):

�Q = T�S � �Tk
B

(H
o

� H
i

) ln 2 ⇡ 1.189k
B

T ln 2 ⇡ 0.83k
B

T.

For each gate, we can express H
o

in terms of the probabilities of the inputs
and compute the decrease from H

i

(exercise). If the inputs are not equally
likely, then the input entropy will be less than 2 bits, but we will still have
H

i

> H
o

and energy will be dissipated. (Except in a trivial, uninteresting
case. What is it?)

More generally, any irreversible operation (non-invertible function) will
lose information, which has to be dissipated into the environment. That is,
it is irreversible because it loses information, and every time we lose informa-
tion, we lose energy. If the function is not one-to-one (injective), then at least
two inputs map to the same output, and so information about the inputs is
lost. For example, changing a bit, that is, overwriting a bit with another bit,
is a fundamental irreversible operation, subject to the VNL limit. Therefore,
the assignment operation is bound by it. Also, when two control paths join,
we forget where we came from, and so again we must dissipate at least a
bit’s worth of entropy (Bennett, 2003). These considerations suggest that
reversible operations might not be subject to the VNL limit, and this is in
fact the case, as we will see.

The preceding observations have important connections with the problem
of Maxwell’s Demon and its resolution. Briefly, the demon has to reset its
mechanism after each measurement in preparation for the next measurement,
and this dissipates at least kT log 2 energy into the heat bath for each decision
that it makes. That is, the demon must “pay” for any information that it
acquires. Therefore, the demon cannot do useful work. Further discussion
is outside the scope of this book, so if you are interested, please see Le↵ &
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Rex (2003) and Le↵ & Rex (1990) (which have a large intersection), in which
many of the papers on the topic are collected.

B.2 Mechanical and thermal modes

We need to understand in more detail the reason for the increase of entropy
and its relation to reversibility and irreversibility.13 We can classify systems
according to their size and completeness of specification:

specification: complete incomplete
size: ⇠ 1 ⇠ 100 ⇠ 1023

laws: dynamical statistical thermodynamical
reversible: yes no no

Dynamical systems have a relatively small number of particles or degrees
of freedom and can be completely specified. For example, we may have 6
degrees of freedom for each particle (x, y, z, px, py, pz). We can prepare an
individual dynamical system in an initial state and expect that it will behave
according to the dynamical laws that describe it. Think of billiard balls or
pucks on a frictionless surface, or electrons moving through an electric or
magnetic field. So far as we know, the laws of physics at this level (either
classical or quantum) are reversible.

If there are a large number of particles with many degrees of freedom
(several orders of magnitude), then it is impractical to specify the system
completely. Moreover, small errors in the initial state will have a larger
e↵ect, due to complex interaction of the particles. Also, there are small
e↵ects from interaction with the environment. Therefore we must resort
to statistical laws and we have a statistical system. If we can’t manage all
the degrees of freedom, then we average over those that we can’t manage.
Statistical laws don’t tell us how an individual system will behave (there are
too many sources of variability), but they tell us how ensembles of similar
systems (or preparations) behave. We can talk about the average behavior
of such systems, but we also have to consider the variance, because unlikely
outcomes are not impossible. For example, tossing 10 coins has a probability
of 1/1024 of turning up all heads; this is small, but not negligible. Statistical
laws are in general irreversible (because there are many ways to get to the
same state).

13This section is based primarily on Edward Fredkin and Tommaso To↵oli’s “Conser-
vative logic” (Fredkin & To↵oli, 1982).
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Finally we consider thermodynamical systems. Macroscopic systems have
a very large number of particles (⇠ 1023) and a correspondingly large num-
ber of degrees of freedom. We call these “Avogadro scale” numbers. It is
important to grasp how truly enormous these numbers are; in comparison
(Tong, 2012, p. 37): the number of grains of sand on all beaches ⇡ 1018, the
number of stars in our galaxy ⇡ 1011, and the number of stars in the visible
universe ⇡ 1022, but the number of water molecules in a cup of tea ⇡ 1023.
Obviously such systems cannot be completely specified (we cannot describe
the initial state and trajectory of every atom). Indeed, because information
is physical, it is physically impossible to “know” (i.e., to represent physically)
the physical state of a macroscopic system (i.e., to use the macrostates of
one system to represent the microstates of another macroscopic system).

We can derive statistical laws for thermodynamical systems, but in these
cases most macrostates become so improbable that they are virtually im-
possible (for example, the cream unmixing from your co↵ee). The central
limit theorem shows that the variance decreases with n: By the law of large
numbers (specifically, Bernoulli’s Theorem), variance in the relative number
of successes is �2 = p(1 � p)/n, that is, �2 = 1/4n for p = 1/2. There-
fore the standard deviation is � = 1/(2n1/2). For example, for n = 1022,
� = 5⇥10�10. Also, 99.99% of the probability density is within 4� = 2⇥10�9

(see Thomas, Intro. Appl. Prob. & Rand. Proc., p. 111). The probability
of deviating more than ✏ from the mean decreases exponentially with n:
1

6

exp(�✏2n/2) + 1

2

exp(�2✏2n/3).
In the thermodynamic limit, the likely is inevitable, and the unlikely is

impossible. In these cases, thermodynamical laws describe the virtually de-
terministic (but irreversible) dynamics of the system.

Sometimes in a macroscopic system we can separate a small number of
mechanical modes (DoF) from the thermal modes. “Mechanical” here in-
cludes “electric, magnetic, chemical, etc. degrees of freedom.” The mechani-
cal modes are strongly coupled to each other but weakly coupled to the ther-
mal modes. For example, in a rigid body (e.g., a bullet, a billiard ball) the
mechanical modes are the positions and momentums of the particles in the
body. Thus the mechanical modes can be treated exactly or approximately
independently of the thermal modes. In the ideal case the mechanical modes
are completely decoupled from the thermal modes, and so the mechanical
modes can be treated as an isolated (and reversible) dynamical system. The
energy of the mechanical modes (once initialized) is independent of the en-
ergy (⇠ kT ) of the thermal modes. The mechanical modes are conservative;
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Figure II.6: Complementary relation of damping and fluctuations. The
macroscopic ball has few mechanical degrees of (e.g., 6), but during the
collision there is an interaction of the enormously many degrees of freedom
of the microstates of the ball and those of the wall.

they don’t dissipate any energy. (This is what we have with elastic collisions.)
This is the approach of reversible computing.

Suppose we want irreversible mechanical modes, e.g., for implementing
irreversible logic. The underlying physics is reversible, and so the informa-
tion lost by the mechanical modes cannot simply disappear; it must be trans-
ferred to the thermal modes. This is damping: Information in the mechanical
modes, where it is accessible and usable, is transferred to the thermal modes,
where it is inaccessible and unusable. This is the thermalization of informa-
tion, the transfer of physical information from accessible DoF to inaccessible
DoF. But the interaction is bidirectional, so noise (uncontrolled DoF) will
flow from the thermal modes back to the mechanical modes, making the
system nondeterministic.

As Feynman said, “If we know where the damping comes from, it turns
out that that is also the source of the fluctuations” [Feynman, 1963]. Think
of a bullet ricocheting o↵ a flexible wall filled with sand. It dissipates energy
into the sand and also acquires noise in its trajectory (see Fig. II.6). To avoid
nondeterminacy, the information may be encoded redundantly so that the
noise can be filtered out. For example, the signal can be encoded in multiple
mechanical modes, over which we take a majority vote or an average. Or
the signal can be encoded with energy much greater than any one of the
thermal modes, E � kT , to bias the energy flow from mechanical to ther-
mal (preferring dissipation over noise). Free energy must be used to refresh
the mechanical modes, and heat must be flushed from the thermal modes.
“[I]mperfect knowledge of the dynamical laws leads to uncertainties in the
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behavior of a system comparable to those arising from imperfect knowledge
of its initial conditions. . . Thus, the same regenerative processes which help
overcome thermal noise also permit reliable operation in spite of substantial
fabrication tolerances.” (Fredkin & To↵oli, 1982)

Damped mechanisms have proved to be very successful, but they are
inherently ine�cient.

In a damped circuit, the rate of heat generation is proportional
to the number of computing elements, and thus approximately
to the useful volume; on the other hand, the rate of heat re-
moval is only proportional to the free surface of the circuit. As a
consequence, computing circuits using damped mechanisms can
grow arbitrarily large in two dimensions only, thus precluding the
much tighter packing that would be possible in three dimensions.
(Fredkin & To↵oli, 1982)

In an extreme case (force of impact > binding forces), a signal’s interact-
ing with the environment might cause it to lose its coherence (the correlation
of its constituent DoFs, such as the correlation between the positions and
momenta of its particles). The information implicit in the mechanical modes
is lost into the thermal modes.


