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Eruce J. YacLelnen

Compu;er Sc ience Departmeni

i,laval Postgraduale School

Monterey, CA 93940

Abstract:

SeveraL meErics for guid ing fhe design and evaluaticn o f progr?fi-

ming languages are introduced. The o'ojective is to fornalize
notions srrch as ,sizet, teomplexityr, rorthogonaLi_tyr, and rsirn-

plicity' . Three Cifferenl kinds of metrics are descr"ibed: syn-

tactlc, semantic, and transfcrmaLional.

SynfacLic metrics are based on the size cf a cont,ext-free
grammar for a language or a parl of a language. They can be used

!o Judge lhe size of a language and fhe relalive sizes of iLs
part,s. These Eechniques are dernonstrated by their applicaticn to

PascaL, AlgoL-60, and Ada.

Syntaciic rnelrics make no reference to ihe meaning of a

language's construcLs. For t,his purpose lde have deveioped

several semanLic metries thaI neasure !he interdependencies among

the basic seman?ic ideas in a ianguage. This technique has been

appiied to ihe control, daLa, and name structures of F0RTnAN,

BASIC, Lisp, Aigol-60, and PascaL .

Finally,

).anguage is

h/e suggesl bhat

Lhe compiax ity

a useful

c f bhe

measure of a

relaiionship

prcgramming

cetueen its

qr\,'r5I f rrrf:'^s r0F. pR0GRAl,lMiilc Liii:Uircisua". !j ll;1.\lv_
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S I1.,IPLE M ETR ICS FOR PRCCRAMM INC LANGUACTS

syntact,ic and semantic structures. For this purpose r.le introduce

a transfcrmaficnal netric and denonstrate ils use on subsystems

of several Ianguages.

The paper concludes by discussing ihe general

underlying aII of these metrics and by ciiscussing

mebhod of validating netrics such as t,hese.

principles

lhe proper

1. Introduction

Since prograrnming )-anguages are the primary tools used in t,he

programming process, it is nol surprising t,hat, the choice of pro-

gramming language is an import,ant element of bhe life-cycLe cost

of a software develcpment project,. Sometimes the design of a new

programrning language seems fhe appropriale approach, as has been

ihe case wit,h the Ada language for embedded cornputer applica-

Lions. In either case, it !s necessary f,o be able tc compare

1 anguages and judAe Lheir suitability for various applications.

Programming languages are frequently compared informally.
0ne language nay be described as more rtstructured'f ghan another,

or simpler, or mcre porerf,uJ., or better fthuman engineercdtt, or

less procedurai, or smal!er, or more 'rorthogonairt, and so forth.
These clairns are particularly common in the descriplions of new

programming languages.

Unfortunafely, there do not exisf objeciive mebhods for
validating t,hese claims. A ciain thaf one language is preferable

to another may be supported by arguments, but lhese are

I
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SIMPLE l'.{ETRi;S FCri PRCGRi\Ml.lING LANCUAGES

frequentiy unccnvincing. Aiso, t,hese argurnen.Ls fail Lo prcvide
gny quanilLalive fieasure .;i .tc,td i-anguages co{npai-e a":ng t,hese

axes. Thrs el_irninaLes any neaningfuJ- evaluation of t,he t,radeof fs
among language design decisions. Thr.,rs, )_anguage comparison and

evalualion remains a mostly subject,ive art, not unlike liferary
crificisrn (see, for example, t1l). This is unsatisfactory for a

tooL of the inportance cf a programming language.

1 Related l.Jork

The lmportance cf language metrics r-,rakes the Lack of research in
this area quite astonishing. Perhaps this can ce aLiribuied to

bhe relative youth of l,he craft of language design. A1so, iL may

in part result from some ofl t,he problems inherent in fcrmulaLing

language metrics; a subject discussed later. In any ease, there

are few reported alEempis to place language comparison and

evaluation on an objective basis.

0ne such atlempl !,,as reporued by Sammet L?l in 1921, This

approach might be described as'fquantified subjectiviiy.,, There

are severaL steps: lirst, a Iisl of ianguage propert,ies, sueh as

n English-l.ike" and "high-1ev€1", is rnade. Each propert,y is
assigned a'Freight depending on its relevance to an applicat,ion
(or application class) as judged by t,he evaluator. In the second

stage the eyaluaLor judges how weLl each languate sabisfies each

property and assigns a corresponding nurneric score. A final
score for each )-anguage is cornputed by sr-rrlming fhe weighLed indi-
vidual scores. Samrnet adnits ihaf Ehis technique is subjective

3



SIi,IPLE M[TRi;S FOR PROCRAMMi}IG LAi{CUAGES

but, cl.airns that it aN l.east has t,he advantage of naking the

evaluaLcrrs biases exilic-i.

0ther atternpts co measure languages can be found in the

psychological experinnents of Gannon [3, q] and others [5] whic]r

compare spec:.fic ianguage fealures ( such as terminat,ing versus

separatinq semicclons) with respect to properlies such as reada-

biliry and susceptibilit,y lo error. Although ihese sludies are

vaiuable, !heir application w111 be limibed unless psychologicaJ.

properties can be r.elaled to more general language properties
( e.E. , degree of structure) .

Hor.r mighl r.re go about measuring objective language proper-

ties? 'dhat prcperiies are amenable to such measurements? Cne

candidaie is Lhe size of a language. it is common tc speak of
one language (say, ?L/T) being larger t,han anoLher (say, pascal)

based on a sui:jective assessmen! of lhe number of features in
each l-anguage. The si ze of the r-ef Lrence manuaLs nay eyen be

ciled as evidence in such a judgement. A more promising approach

to comparing Ianguage sizes is to compare the size of Lheir gram-

mars. Since a srnaller r rnore regui-ar language irill iend to have a

shorler grammar than a larger, Less regul-ar ).anguage, y{e can

measure the size of a language by fhe size of i[s descripticn in
a grammar in an apprcpriate normal for-ra. ?he trammar iEself can

be measured in a varlety of ways ( number of !okens, graph-
lheoreIic measures, etc. ) .

4
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3. Methc UI .{ n.^r^h

in lhe section Inirolrrcfion r{e lescribe,i i,he use ci context_free
compiexity. This is oased on Lne

idea fhat, Ihe diificu].Ly i^ iearning a language is a lunction of
lhe length of it,s grammar. The reason for t,his is lhat the pro_
gra{nrner ilusL, in essence, internalize these ru1es. Secficn 4

shows hor+ th:-s approach can be used to measure the total size of
a languagets synLax, and hou it can be useC tc conpare the rela_
live sizes of a ianguage's parfs.

?here musl be more to eomplexi.ty t,han just grammar size,
however, since the shortest programming language grammar (for any

infinite language) is tha! whose stalemenls are sequences of
idenlical t,okens, e,E,

(prograrn) l!: 1 | (program) l

The reason that, such a language is not s:"np1e is bhat, bhe lrans-
lalicn rnapplng prcgrams Lo t,heir meanings is very complicated.
We coulC say bhat bhe Eransiation is nct ccntinuor.ls ( this is inore

than a metaphor if these issues ar,) piaced in a iatLice_t,heoreLic
framework), To measure lhrs complexi'uy we use translaf icn gran-
mars rather Lhan sinple generative grammars: fhe cornpLexity cf a

language is a funccicn of ihe reLatrcn bei"reen its syntax and iIs
semanLics. Measurement of this rs accomplished by wr.it,ing a

t-ranslaticn grar,lmar thaN naps !he language in quesli,cn inbo an

abstracL l_anguage !hat embodies ibs semaniics. The size of this
translation grammar can then be ineasur eC in a variety of ways,

5
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This lranslormaiicnal netric is lrmonsrrater.j in Secti:n i "

Tlle t,echnleue les:ri:ei :c.1 ,.,.1 :iea,;"it^es in* translcrnabi;nal-
complexity of a ianguage, i.e., the ccmptexLty of tne relation
cef ween a Language's syniax and senantics, 'DuL it, does not

address the conpLexiby of the underiying seilantics. That is, a

language might have a simple grammar ihat is sinrp'l_y related to

it,s senantic constiLuenis, but these semaniic constit,uent,s might

LhemseLves be ccmplicat,ed. (0f ccurse, with a continuous trans-
laLion, a ccillplicated semanti,:s wil_1 io sone extent induee a cc$1-

plicated synlax. ) For instance, h'e can observe that the data

structuring nethods of PascaI are more elaboraf,e than t,hose of
Algol--60. How can Lie aeasure t,his fact?

Cne techn ique comes from lenotalional semantics ( see, for
examPle, [6], i?l ) . By using these iechniques one can fcrmulate
a sel of !!-omain equations t,hat, Cescribe, for instance, the data

fypes provided by a language, It, is then ofLen possible to rank

the cornplexity of lhe data struciuring met,hods provided by

severai languages by comparing Lhe ccrnplexit,y cf the associated

domain equalions. To con'rert t,his into a quantitaiive measure it,
i s necessai'y 1:o measure ihe ccmplexity of these equaIions quanti -
tativeL7. This !echnique r'!as aiready been useC oy t,he author r*o

ccmpare F0RTRAN, Algol-60, Pascal , and Ada cn the basis of Ene

complexify of bheir data, controL, and name slruciuring facili-
lioq f t'1

LUI '

Some subsystems of a ianguage, sr.,lch as f he controL struc-

-)

5 .f
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tures , 2re not readily amenable to fcrrnuLafion as domain equa-

lions. Tnus, a more generaLiy appiicabie ulecirnique nas been

deveiopeci. f.te can observe thaL ail structures in prograrnming

languages are produced by applying a seb of constructors to a set

of primifives. The various !'/ays in which these consirucEors can

be cornbined can be represenied as grarnmar-like rules cr as sinple

graphs. More formally, sets of structures can be taken as

objects, and constructors as rnorphisms, in a caNegory correspond-

ing to ',,he structural system.

How does this permii comparison or evaluation of languages?

Inbuitively, v,,e flighe expect, bhe comp)-exity of a strucLural sys-

tern to be related to the number of dependencies between parts of

Bhe system. These are represented by the number of morphisms, or

by the number of edges in Lhe diagram represenfing the system.

Therefore, by ranking the complexity of lhe diagrams, we have an

ordinal measure for system complexiLy, and by counting the edges

in the diagram, 'de have a cardinal (quantit,ative) measure of com-

plexity. 0f eourse Bhere are many other measures that can be

applied to graphs, and several of these are invest,igated in Sec-

tion 5.

The

I anguage

imporlant

metrics is
issue of t,he validalion of

discussed briefly.in Seclion 7,

programrning

4. SynLactic Metrics

Ide def ine a ccntexi-free grarnmar G to 'oe a quadruple,

7
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(T, N, P, g>Ll

where T is a finife set of t,erminal synbo).s, N is a finite set of I
non-terminal synrbols, V = TUN 1s the vocabulary, P tr NXV* ls a

f iniLe set cf ptqgyctions , an,J g E N i s Ihe toa] symbol. ile use

Iower-case letters for elements of the vocabulary and upper-cas€

lelters fcr sequences anC sets.

For

deflne

lSl+1.

a string S in V*, Iet lSl be t,he length of S. Thenr w€

the size lrl of a produclion r: (n,S) in P as Inl+lSl =

The size lCi of a context-free granmar G is defined

2(n,S) € P
t.^ttur p+ tqltvt

where p = | P ! is fhe cardinalily of P. This definilion of size

is essentially the same as S(G) def ined in t9l and t 101, 'rie aLso

define R(G) = iGi-p to be the toEal size cf t,he right-hand sides

of the productions.

rt5

r€P

-)

The size of a context-free grammar

its wriLten f crm. For exampl.e, to
grammar wilh these produclions:

=h

=gh
-{

= sjg

-i-t

= Jl

is easy to determine from

determine the si- ze o f t,he

g

c,o

i?

h

J

j

8
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we simply count al-l the !okens except for the equal-signs. In
lhis case t,he sl ze i.: 16,

Context-fi-ee grarnmars may be wriEten in yarious krnds cf
extended notalions. Fcr exarnple, the BNF' noiairon aliows produc-

tions of lhe form

+Sn
I k

as an abbre,riaticn for the context-free prcciuctions

O;S I
,

h-e u2

S.
K

'i,ie define the size of the BNF produccion in terms of fhe size of
the corresponding eonbext fr-ee produciions, namely

k+
k
2 IS ii 1

Since r"here are k-1 plus-signs in lhe BllF pncduciion, lhe s!ze of
BNF product,ions can ai so be det,er"rnined by s:-npIy counting f he

tokens they contain.

use

fo rm

Another common nof,ation for context-free Erammars allows t,he

of parenlhesized lisls of alternatives. A production of t,he

R (S1 + + S,.) f

-9
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neans the sane as

rl = RsT

S = S. + ... + S,.IK

The size of the latter can be computed from the extended produc-

tion if each of t,he parentheses is counLed as one token. Similar
conversions can be found for other nofalions flor conlext-free
grammars.

Note tha! the nunrber cf produclions in a BirlF or exlended BNF

grarnmar is just, n, the number of non-terminal-s. r.le def ine the

right-hand size of a BNF or extendeC BNF grammar G to be R(G) :

iCi-n. 0bviously, this is obtaineC by counling everything to the

r ighf of f he eqlla1-signs.

In Table 1 we show lhe si ze of [he contexL-free g!-ammars fcr
BASIC, Pascal , A1go1-60, and Ada. Since severaL cf these

I anguages are expressed in extended-BNF notations, conversion

faetors Like fhose described above have been used.

The size measure ue have defined can also be applieC to

parts of a language's grammar. This is usef u1 for cornparing t,he

reLaiive si ze cf a languagers subsystems and for cornparing fhe

amount of synLax used by differeni ianguages fcr corresponding

subsystens. Table 2 shows the size of Ehe major subsystems of
Algol -50. TabLe 3 cornpares A1tol-60, Pascal , and Ada on t.he

basis of lhe proport,ion of their syntax devoted Ec various pur-

poses. The greate:' prcpor'"ion of Pascal Cevoted tc declarations

I

- 1,J

)
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is a i"e.su1t of it,s ncre elai>oraLe type system; f his lreno has

:ofiLinue,l i.r A;:.

5. Transformat,ional Metrics

As ei iscussed in Method of Approach, the goai ci transformaLirnai

metrics is to measure the complexity cf fhe relaticnship between

Lhe synlax and semantics of a Language. We do this by rneasuring

the size of a context-free transLation grammar tha! rnaps t,he

source constructs into an absiract ianguage representing lhe

meaning of fhe constructs.

Transl.ation gra{nmars are commonly wr itf en as seLs of

transforrnaiion ru1es. For example, the following producBion is a

transforrnation ruie LhaE maps certain expressions from infix to

prefix form:

E = E+T :+ +ET

+ E-T :+ -ET

+T=+T

(0f course,

n ation in

bols.)

lhe

Ehe

1eft,-most plus-sign in each line indicates alter-
BNF rule; the other pius-signs are terrninal sym-

The notaLion above is not general since Ehere may be several

occurrences of the same non-terminal on the 1efb. This resuLf,s

in an ambiguity in the correspondence,*ifh t,he non-terminals on

lhe right,. For this reason, a inore general nctaiion f,cr transla-

11a
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si 1. r-.16-.Fe lSsi ^:ts.tr?. ;1 Ufnbe:-S On t.ho ri yh.. q.i,ar r .,..vr: rr Il UfnDef S On :rq3,ru .,.a f gfaf tO

:.j(i' --:i1;;ilJirtg rtoi"t -Lermi:lais On the lefb. For exatnDle:

3 = E+I -) +12

+ I-T =+ -]2
+T-+'!

Thus, in | +12,, '-1 ' refers ic fhe fir.sE non-terxlinal on the left,
namely rf n.

?hese consilerations lead Lc fcllowing deflniticn:
quintuple,contex L-free tran s1 at 10n

(T, S, l{, P, g>

f

gr ammar

tL.^

i.s a

}l

where T j.s a f iniLe set of analysis ternrinal symbols, S is
iLe set of :ynthesis terminai symbols, N is a finite set
terminal- synbols, and p is a finiLe set of iransfcrmaLicn
A tran sf orrnalion ruie i s an el emen ! o f

%

a fin-

of non-

ru1es.

fNXV X
*

ltJ

where V = TUN is tire analysis
Nal, is t,he naturai numbers) is

A tsNF transiation rule such as

F = L+l

+ E-T

+1

:+ +12

-) -lt

-, I

voc a buiary and',,,i : S$l,lal, (rhere

fhe synthesis vocabulary.

.ean be Lranslated into the equivaLenL ccntexl:_free t,ransiat,i,cn

ta )
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rules

L

E

t

_trdn
- Lf I

- L3a

-+

+i/

-12

1

.{(c)

which are represent,ed by the lriples

\9,

al
\!'

/t
\L 

'

(8, +, T), (*, 1,

(E, -r T), (-r 1,

<T>, < 1>>

2>>

?>>

We define lhe 3nalysis size of a EranslaLion trammar G Lo be the
tclal si ze of r,he analysis par.ts of Lhe ruies:

t3(n,S,T)
J

€ P

SimilarIy, the synthesis size is fhe tocal size of ihe synthesis
parte of the rules:

S(c) = f l?i(nrS,T) I P

Final1y, the toial size of lhe grammar is defined:

lrr Itur iPl + A(G) + S(c)

Noie thaI iPi+A(G) is Ehe size of bhe cont,exi-free grammar

corresponding Lo the translat,ion grammar C.

As wlEh the synlactic rnelrics defined eariier, l,his
transformalicnal:rnet,ric can be ccmputed by counting
a translation grammar, ignoring lhe ': r and

bhe tokens in
t 

=> 
I signs.

- 13
-l
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Consider the simpLe tr^anslalion

infix arifhmelic expressicns into

in Figure 1, which nraps

Measuring it yields:

a't7.2mfn^f

prefix.

A/n\r. \ v /

S(G) :
lDl
lr I

1g

17

Y

lfllut 45

The author used one variani of this approach tc design [he exter-

nal appearance of lhe 8086 microproeessor for iniel Corporation.

In lhis case a translation grammar was formulated thaf mapped an

assembly-langt.tage leve1 view of !he machine into t,he various

primitive operations it provided. The eomplexltj.es of alternate

views were then estimaled by measuring the size of t,he associaied

transiation grarnmars. The premise underlying t,his approach Has

fhat ihe syntacLic complexity of a Ianguage'eras a function cf t,he

complexiry of Lhe mapping from the ianguage into its semanlj.c

constituenEs. This mapping was, in essence, what bhe programmer

had to learn in order to use the nnachine. Thls teehnique

resuLLed in a number of impnovements in t'he apparent simplicity

o f t,he 8086.

5. SemanEic Metrics

-)

In this section

cornplexity of

Tha! is, we are

we consiCer methods for measuring the seman',,ic

structural subsystems of a protrarnming language.

interesLed in measuring the complexity of !he

I
1q

-!
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semantic inferreLaticnsnips wi Lhout regard for the compiex ity of
t,he synlax wi Lh which lhey are expressed .

Consider a subset of t,he PascaI t,ype systern wit,h primiEive

fypes

t ype

t ypes

le1l, integer Boo1eal, and char and wrt,h t,he array and set

construcEors. The allowable interrelationships among

can be expressed by domain equations such as these:

T : D + R + array(X,T) + sei(X)

D : X+I
X : B + C + subrange( e1(D), ef(D))

the se

where the plus-sign denoles disSoinl union, upper-cas€ letters
represent domains (T=type, D=discrete type, R=r€81, X=index type,

f=lnteger, B=Boolean, C=char), and words beginning with lower-

case letters denote functions on the domains. For example,

'sei(S)' is the power-seL of S and ,array(D,l;t is the set of all
(continuous) functions from D to R.

The number of restrictions and special cases inhereni in a

subsystem of a programming language wil"1 be reflected in the com-

plexiiy of the domain equafions required to describe that subsys-

lem. Ue can measure lhe complexit,y of these equations by replac-
ing them by an equivalent context-fr"ee grammar:

r + aXT + sX

+ deDeD

This has fhe terminal symbols 'F', 'i', tbt, and rc'

1

+

+

+

D

x

b

T

D

x

1tr
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corresponding io Lhe primiEive types, and ihe t,erminal synbol"s

'd' , 'i' , t s, , and rer cori-esponding tc ihe type consLrucLors.
We have eliminated parentheses by representing functirn applica_
tions in prefix form (nence, we essenLial.Ly have a tree grammar).

The resulting gramtnar generates the language of alL fype struc-
tures defined by the equations, i .e. ,

{ r, b c, i, sb, sc, abr, abb, abc, abbi, absb, .:. i

lrle can measure t,he si-ze cf fhis grarnmar: 25.

A senlant ic irrammar is a BNF grammar in which t,he r ighb _hand

sldes of the producIions are representations cf domain expres_
sicns. That is, lhe strings between ihe plus-signs are either
( 1) non-terminals, (represent,ing non-primiIive domains) , (,2)

niladie terrninals ( represenling primitive domains) , or ( 3) n-adie
Lerninals ( representing constructor functions) fol_Iowed by n

artumenl st,rings, each represent,ing eit,her a dornain ( primif ive or
non-primif ive) , or a constructor function ,*iih its a:-guments.

Figure 2 shows a sfnb_actr'c grammar ior the paseai lype system;
F:.gure I shows the corresponding seman!ic gramrnar.

Another way lo vier.r a senan iic subsystem of a L anguage is
lhrough a dependency graph i ike ihac in Figure 4, ,rhich

corresponds to the sernantic g!.amrnar:

+ r + aXT + sX

+i

^)

D

X

T

nu

+3+ n6 i)6 l1

rc

I
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In the 3raph the dependencies anong fhe parts of the Llrpe sysLem

bec:ne tap31t,t-.: : ir';: :ep_..-.Js i)1 ::la ::,j_..::::,. ;i 3a:i,;:.c;-

type if ihere is an edge leading frorn the laLter io the fcrmer.
Hence, recursive deflniIions are represented by cycLes and primi_
tive Conains are representeri by iniLial nodes. The output f rorn a

node can lead !o exactly one other node, aithough f;his latter
node may be a fan-ouf; operalion (represent,ed by a snall dot) ,

which can haye any nurnber of cutputs. The cutpuf; of the enlire
graph i s aLways required t,o be a f an-cul operaLion .

How can we measure bhe complexity of such a graph? The

nodes represent t,he concepts ( t ypes , in t,his case) Ctrat are

C ef ined by the syst,ern and the edges represeni !ire dependencies

among t,he def initions. Therefcre, since one notion of t,he com-

plexity of a system is just, che number of dependencies among its
parls , one way to measure t,he camplex ity is to counl the er!ges in
the dependeney graph. in f his example j.i is ZZ.

iJe now reLate Lhe compiex ity rneasures f or sernantic grammar s

and dependency graphs.

Theorem: Let C be a semaniic gramman and Lef f be t,he

correspcndi.ng Cependency graph. Lel E(f ) represeflt the number of
edges in l', and f(f) represent the number cf fan-out nodes in f.
Then :

R(C)

il ('u J

Ittlul =

= E(r)

= F(r)
E(i')+r([)

17
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where N(C) is Lhe size of the non-terminal vocabulary of
(which is also the number cf prcduct,ions in a ilJF grarnrnar).

prool: He skeLen the proof infcrnally. The nebhorl of con-

strucbing the dependency graph from a grammar wiLl make the truch
of the r"heorem c'oyious. Repeat t,he foLlowing proce.Jure for each

producti'cn in the granmar:

For each product,icn rn = S,, aCd a fan-oul node Labeied ,n,

to !he grapn. Hence, the number cf fan-ouN nodes will equal the

nurnber of non-terminais, since in a BNF grammar the number of
productions is lhe sarne as the number cf non*terninals. Thus,

N(G) = F(f).

Suppose thal S (in the production 'n=Sr) has the fcrn U+Vi

aCd to the graph a plus-node whose inputs are U and V and whose

output is ihe fan-out node fcr n. The plus-sign in Lhe produc-

Nion corresponds to ihe edge from Lhe plus-noCe to the fan-out
node. Continue this process i f eiNher U on V ccntains pius-signs

by adding new pius-nodes whose outputs lead to previous).y added

plus-nodes. Hence, t,he number cf edges l_eading from plus-nodes

is the number of pius-si3ns in the grammar.

Next consider a ierminal string S that does ncL confain a

pius-sign. If S is a single nr.iadic terminal symboL t, !hen add

an iniiial node t,o fhe graph wilh an edge Leading out from it.
Hence, the number of edges leading from initial nodes is ihe
number of occurrences of niladic t,erminai synbol_s.

rJ

-)

I- 1g
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if S is a singie ncn-lerminal sy;nbc1 n, tnen consLruct an

edge i ead ing f ror"n ihe f an-cui node iabel-ed n. Hence, ihe number

of edges Leading fr'om fan-out nodes is the number of occurrences

of non-terminal symbols on fhe rrghf-hand siCe cf ruLes.

Finally, suppose S is a string

fqqq'"1"2"'"k

where f is a non-niladic terminal symboL representing an operator

and the S. are strings representing bhe arguments of tnal cpei'a-
1

tion. Add a node represent,ing an operaticn f and recursivel-y

proc€ss its arguments. Hence, the number of edges Ieaving opera-

tcr nodes is the number of non-ni.ladic terminai synbols in the

gramrnar.

Since every edge must ieave either a fan-out node, dfl ini-

tiaL node, or an operatcr node, the LoLai number of edges is the

total of the number of occurrences of non-lerninals, niladic ler-
minals, and non-niladic tersrinals. Hence, t,he number cf eciges is
j ust !he total number of syrnbols ihal occur on !he ri.Eht of ihe

BNF rules, so R(C) = [(f). QED.

Both the gramfitar-orienged and graph-oriented approaches have

been applied f,c measuring t,he semantie complexity ol !he Cata,

control, and narle structures cf sevenal programming l"anguages.

These sludies are reporLed in tBl and t111.

ry
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7. Validat:.on of Metrics

Tnere remains Ihe iiitportani quesiian, How are Lnese neasures

val-idaLed? To put ir, another i\,ay, we have an informa und er -
st,anding of cornpiexL[y; i-row 3an we rnaxe it formal? lir-sl1y, our

fcrmal measure rnusL agree witn cur infcrnai.judgernents in rnost

c ases. For ins;ance, the neasure should show that, the data

structures of Al-gol-50 are sinpLer than t-hose cf pascaL. This

aspect, of t,he vaLidation could be backed up wifh fornral psycho-

logica!- Lesls, bui this does not seem necessary, Psychological-

valldation has noi 5een required for concepts such as ttcofilpuL-

ab1e": ihe formal definllion seems t,c correspond lo ihe i.nfor-
ma1, allhough no fornal proof of !he correspondence is possible.

Second 1y, we can delermine i f the formal measure salisfies
the same properties as bhe informal. For insiance, the neasure

should be addiLive in lhose aspects that. the infornnal idea is
addiiive. An exampie of fi:is ccmes from informaticn theory: we

expecl the j.nfcrmation capaeity of Lwo pages to be approximaLely

the sum of f he in fornnalion capaeit,ies of the separate pages . it
i s easy io see f hal t,he fcrmal Cef lniIion of informal j.cn capaciLy

satisfies Lhi s property.

Final1y, the f ormaL xneasure shoul-d be nnrl ,ral. i rrI 9q g9 9: Y that is,
i c should Lead Lc a rlch theory wiEh good predictive abiLities
and explanalcry power. Information lheory is a perfect exampie.

Cf ccurse, it is difficuli to evaluaEe a measure on this basis
unt,il a subsianLiaL amounL of exper^ience in ils use has accumu-

20
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'I rlo,l

Q l'nnal'-). vulM usions

In this paper we have deiined three simpl_e melr-ics that can be

applied fo programming ianguaee design. The first, is a syntactic
met,ric ihal is debermineC by countrng the toxens in a context_
free graminar icr a language or a part, of a ianguage. This aLlows

a language designer Lo estimate the lotal synt,aciic comp)-exity of
a language and to measure the reLaf ive propor-i,icn cf a Language ' s

synlax CsvoLed Lc different purposes.

The seconci nefric is a lransformational netric t,hat is
det,errnined by lhe number of tokens in a translat,ion grammar that,

maps the source ianguage into an absiract language refLeeting the

basic semantic notions of t,he language. This melric aLlor+s the

language designer to evaluate t,he conplexity of bhe reiationship
between a ianguage's syncax and semanbics, Like fhe syntactic
rnetric, iU can be applied to fhe entire Ianguage or io particular
parts.

Next uie defineC a semantic meLi"ic t,haf is determined by t,he

number of fokens in a context-free grammar ihar describes the

dependeneies among the semantic primif ives. This meLric ,,ras

shown tc be equivalent !o a mefric based on the nurnber of nodes

and edges in t,he corresponding semant!c dependency gr.aph. The

semantic metric is mcst usefuJ.ty applied to weiL-defined senaniie
subsysterns of a progranming language, such as its cont,rcl struc_

ll
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t,ure. name struciure, and daLa Lype systems.

compari-son of ihe coir:piexiLy of t,he riepenciencies

systems in dlf ferenL l"anguages,

This oerrnits Lhe

i .1 c J r- t'9 S p,-,iri i:r 4

FlnaIIy ',,tre rliscusseC the vali.laLicn of melries like ihose
C ef ined in thi s paper . ,xe argued that the se metr ics nnusl be

validat,ed by their integralion uit,h exist,ing theories anC by

iheir usefulness, raLher than by psychoicgicai demonsirations of
their relationshrp with perceived qual iIies . As it has in r.he

natural sciences, the objecr,ive approacn is ncre likely Lc pro_

duce testable, widely applicable theories t,han is the subjeclive
approach.
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TABLE 1. Cornparison ol Sizes of EnLire Languages

Language Total Grammar Si ze

TABLE 2. Sizes of SubsysLems of Algol-60

Subsyslem Si ze ( tokens )

BASIC

Pa sc al"

AlgoI -60

Ada

Lex ic s

Expressions

Sta ternen t s

Declarations

396

541

603

1614

69

?10

177

147 I
Total 603

TABLE 3. SubsysLem Proporbions of Algoi-60, Pascai, and Ada

Sub s ysi em Algol-60 (1) PascaI (%) Ada (X)

Lex ic s

Expressions

Statemen ts

Declarations

alti

35

29

24

14

t3

ct

41

16

22

54

99

.)

Tobal

-24
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t :1

+T

-1

+1

+F

+I

+N

+ .1.

-l

*r

/l

r\

:+ sum

-{ -.li irJ*l

-, I

:+ prd

:+ quo

I

+1

i/

ta_T

f

Figure i. Translalion Grammar fcr Aribhmetic Expressicns
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t ype

!d list

sLruciured fype

field list

+ 'i t ype_id

+ PACKED strucfured

+ structured iype

SIMPLE I'!ETRICS FOII PROCRAi"lI,lII.lG LAI,{GUAGES

: t, ype_id

+ 1d_li st

+ constant constant
I

f

fype

varlant_part : CASE opf_rd type-id OF var iant,_iist

opt 1d :ld +3

variant list : vitr'iani + variant l variant list

=id+id, id l-ist

: ARR.{Y I lype_1ist ] Of Lype

+ REC0RD field_list END

+ REC0RD f!eld_list variant_part END

+ FILE 0F type

+ SET OF fype

€ + id list i ype fleld Iist

= cBS€ label-s ( fieid list )rrariant

case labei s : consiant + constanL , case 1a'oel s

Figure 2. Syntactic Gramrnar of Pascal Type Systen
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L:/pe

.-lienra!-o trrnovrYv

index_lyoe

field list

+ FILE iype

+ REC0RD field

+ REC0RD field

SiI"IPLE I'4ETiII.S FCii PROCRAI,IMiNC I.Ai{CIJACES

- DtrAI
- I\LNL

r j;Jai::;r_:,iia

+ PTR Lype

+ PACKED struclured type

+ sLrucfureo lype

INTEGER + index tyDe

= B00LEAll + CHAR + P0WERSET id

+ SUBRiiG ccnst const,

con st = SILECT discrete lype

structured-type : TtRRAY index_type type

+ SET index type

list

_iist varianl_part

5 + C0liS PAIR id t ype field 1 ist

varianl_part CASE opt id index type variant lisL

a nl- i AvHv !q :id + G

variant List : verianr. + CCI'lS variant varianl iist

varlant = PAIR constant field lisf

Figure l. Semantic Gramrnar fcr Pascal Type System
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R

Figure 4. Diagram of Subsef of pascal Type Systenr
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