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Prediction and Cost Functions
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o What is prediction ?
o everysystem has some a@itical cost functions: Area,
wirelength, congestion, timing etc
o Predction ams at estimatingvalues: of these cost funcaions
witheut:having te go threugh the time-cons Uming [rocess, of
fullf construction.

o Allows guick space exporation; lecalizes the search

o FOrR example:
o statisticalwire-eadimoedels
o Wirelengthin pacement
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e Two fundamental paradigms

o statistica prediction

» #of two-terminal nets in all designs

o #ofitwo-terminal nets withlength greater; than 10/in all designs
o constructive predction

o #ofitwo-terminal nets withlength greater; than 10)in this design
s ... andevenythingin/ketween; e.g;,

o #ofj@itical twe-terminall nets; inladesian based on statistical

dataandlaguickinspection efithe designiin hiand.

o Alxolutetruih®or i needtio/make; progress’

o SLIEASystem Leve lnterconnect Predicion)
COMIMUTIILY
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e W. E. Donath, A B. Kahng, J. Mehnd , et al.

Developing theoretical statis tical/ols ervational
maodels, for; intercennect estimation.

Basictypes
o Estimation efiGlehallParameters. Assumes: homoegeneus
designss:

) Rients rule
») Averagemultipicty/elianetistis 2:2:- 2.6

o DESIgN Speafic Assiumestecdized homegenety,
s |ecallzed Rents rule
s Alsipeatiic Ve eghleckiias average multipiatySi2
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e Shortcomings
e drcuits are not homogeneous.
o they have been designed/defined hierarchically.
o higher connectivity at |ower; levels.
o thesefeatures are dfficult tomodel statisticaly acioss
designs; and tee expensive to predict for one design,
o Positive Aspects
o Veryfast
o lEeaseEnalde apEeximation

1 1
number of global bins

=\ Andrew B. Kahng
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Generally: the concept of fast algorithms

o aguick/ow-temperature annealing.

o Finalroutallilty/is correlated with first-level micut?
SLIP! position statement and'some recentresults (a
few ideas willl be discussed).

E.g), Eloorplan based on a givenveriloghierarchy,

ELQ), Construct fasit:ayoeuts, topredctiina tming
vielations;, reutalality/infermaton; etc.
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¢ Usefulness

o XKy (K means knowledgealle) type of applications which
may, require.s ome. aiticall parameters; from x to be fed back
toy engne;

o Allows; quick exploration.

o Ihepredictor itselfican actas the front-end for; final
Canstruction (imespentis; netreally wasted),

o Shorteemings

s Slow

o Canwetrustit? (lewtemperature anneaing)

o Wotlditlecaizetieseancitoomudi?
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o | 0 determine the approximate |location of
modules in arectangular chipareaso that a
certain set of ehjectives (congestion/timing) is
met (modules given by HDL, IP;, dustering)

=\ Andrew B. Kahng
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R ectangular dua graph.

Simulated Annealing.

Math programming

Hierarchical floorplanning (top-down /bottom-up).

=\ Andrew B. Kahng
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e A very-good floorplanner (for shape management).
e But has maor Iimitation in terms of running time.

test ckt. modules, edges run time
prim2.s3 98, 1410 20 hrs

priml 750, 830 31 hrs
prim2 2907, 2961 >80 hrs

72\ Andrew B. Ka
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By defining more modules (more than 20-30) better.
estimates of the system can e obtained.

With the reduction in device sizes, interconnect s
bbecoming important.

Floorplanning forns: the core of many: design flowns.
System-on:-a-cniptype applications, assessing
viallity o achiipiat:the archiitectural level

~\ Andrew B. Kahng
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e Do hierarchical floorplanning (fast).
o Exploit flexibility in the shapes of the modules.

o Flexibility means eased shape management, can
concentrate on other olectives (Wrelength).

o A measure ofihew/fiexilde amoeduleis; interms efishape and
numiber; afireresentations.

7\ Andrew B. Kahng
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e Same area, same flexihility (unigue) modules
combine to produce zero dead-s pace. (large flexibility
modules combine to produce large flexibility module)
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e Based on advide-and-conquer paradigm, at each
level of the hierarchy only asmall number of modules
are considered.
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« Combining arigid module with aflexible one is better
(in general) than comhbining two rigid modules.

Andrew B. Kahng
ICCAD Tutorial: November 11, 1999 @ Majid Sarrafzadeh

o Baance with res pect to area and flexibility.

I
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o Wirelength improvement.

o hi-partitioning may push some of the connected modules
farther, apart.

el Lo
e e

{ ahng
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e Sizingtheorem asks to keep non-redundant width,
height implementations for area. What happens to
the wirelength 2

o Clam: non-redundant areaimplementations also
contain nen-redundant wirelength implementations.

=\ Andrew B. Kahng

ICCAD Tutorial: November 11, 1999 (.8,) Majid Sarrafzadeh




o Similar to top-down hierarchical floorpanning but with
added heuristics.

partition the arcuit recursively

(Wwe use hiVetis), baance on area
and flexibility.

aspect-ratio heuristic decdes the
cut ofiinternal noedes.

Wirelength impreyvementapplied as

PGS =[reCESSING:!

ICCAD Tutoria: No

ckt( %rigid) Wong-Liu Predictor

cost time(sec) cost % diff time(s) speedup

ind1(10) 12039 177 13256 1011 0.3 590
ind1(20) 12168 173 12871 5.78 0.3 577
ind1(30) 14971 122 18535 238 0.3 Zlorg
ind1(50) 16033 88 19935 2434 03 293
hway(10) 70571 3420 71981 2.00 1.7 2011
EV ) 71838 3515 73390 2.16 17 2068
hway(30) 72274 3524 75530 45 16 2202
hway(50) 77653 2564 80273 Sy 16 1602
fract(10) 131431 15651 129187 -1.7 45 3478
fract(20) 137044 12803 139125 152 46 2783
fract(30) 137084 14694 140192 227 46 3194
fract(50) 144072 9268 152436 5.81 47 1972
prim1(10) 831329 110491 863012 381 40.0 2762
prim1(20) 867690 100010 864245 -0.4 394 2538
primi(30) 870456 95299 881813 13 371 2569
prim1(50) 897120 68303 957847 6.77 36.6 1866
prim2_s1(10) 230703 11899 216478 -6.2 16.7 713
prim2 sl(20) 235694 11141 227186 -3.6 169 659
prim2 s1(30) 248317 9306 230093 -7.3 561
prim2 s1(50) 249489 7445 254568 2.03 451
prim2_s2(10) 323017 38416 299704 -7.21 1289
prim2_s2(20) 319897 30062 318005 -0.59 989
prim2_s2(30) 333313 29632 322356 -3.28

prim2 s2(50) 354387 21045 344175 -2.88

Kahng
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o Why is annealing good (and slow)?
o Focusedshape management

o Whatis important in floorplanning with eas edishape
management: ?
- Itis net important to properly fit all
the moedules; from the very: beginning| like Annealing.

- Impoertantto aveid|eng wires, lbadfor cengestiontiming
elc

- Howeveriniasmeall sulsetafifleer@anning aea:
Imanagementis impoertant:

- Use partitioniigeany/on hutswitchitoannealing|atlater

stage.
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ckt( %rigid) Wong-Liu Constructor

cost time(sec)  cost % diff time(s) speedup
ind1(10) 12039 177 12182 118 8.6 21
ind1(20) 12168 173 12324 128 75 23
ind1(30) 14971 122 15400 2.86 5 21
ind1(50) 16033 88 17578 9.64 5l 17
hway(10) 70571 3420 69611 -1.36 194 18
hway(20) 71838 B515 70448 -1.93 183 19
hway(30) 72274 3524 71900 -0.51 210 17
hway(50) 77653 2564 78696 134 105 24
fract(10) 131431 15651 128388 -2.32 897 18
fract(20) 137044 12803 130984 -4.42 704 18
fract(30) 137084 14694 135869 -0.88 723 20
fract(50) 144072 9268 145392 0.91 549 17
prim1(10) 831329 110491 832365 12 24
prim1(20) 867690 100010 862657 -0.6 20
primi1(30) 870456 95299 871623 . 23
prim1(50) 897120 68303 931694 . 19
prim2_s1(10) 230703 11899 215193 -6. 26
prim2_s1(20) 235694 11141 217542 -7. 25
prim2_s1(30) 248317 9306 229349 -7. 23
prim2_s1(50) 249489 7445 248566 -0. 23
prim2_s2(10) 323017 38416 283188 26
prim2_s2(20) 319897 30062 301768 | 22
prim2_s2(30) 333313 29632 308023 20
prim2_s2(50) 354387 21045 323188 18
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o Statistical and Constructive predctors are extremely
valuable

o We need alot more research torealy understand
them

e SLIPis afocused greuplooking at these issues
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Placement Paradigms
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VLSI Design Flow and Physical
Design Stage

Definitions:

«Cell: a circuit component to be placed
on the chip area. In placement, the
functionality of the component is ignored.
*Net: specifying a subset of terminals, to
connect several cells.

*Netlist: a set of nets which contains the
connectivity information of the circuit.

ICCAD Tutorial: November 11, 1

Placement Problem

| nput:
*A set of cells and their complete information (a cell library).
«Connectivity information between cells (netlist information).

Output:

A set of locations on the chip: one location for each cell.

Goa:

The cells are placed to produce a that meets (low-
power, ...)

Challenge:

*The number of cellsin adesign is very large (> 1 million).
*The timing constraints are very tight.

ICCAD Tutorial: November 11, 1




Placement Problem

A bad placement A good placement

ICCAD Tutorial: November 11, 1999

In global placement, we
decide the approximate
locations for cells by

S
placing cdlsin

. In detailed ocement
placement, we make
some local adjustment to
get the final non-
overlapping placement.
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Placement Cube @4d)

Cost Function(s) to be used

o Cut, wirelength, congestion, crassing, ...
Algorithm(s) to be used

o EM, Quadratic, annealing; ....
Granularity; of the netlist

Coarseness ofithe layout demain
o 2X2,4x4, ...

1
Q. ¥
<3%//
%

wyiob |y

-

Cost Function

HiedayaAdEReE

7\ Andrew B. Kahng
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What does the cube represent?

>
Q
g
=
=)

Cost Function
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Twolf Global Placement

e Two points in the entire cube
o Annealing, WL, mxm, clusters

(/2

%,
9, ¥
o
L Yy g
Oa/.'%n
s

wyiob| v

/

Cost Function
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Traditional Algorithms

Quadratic Placement
Simulated Annealing
Bi-Partitioning /' Quadrisection
FForce Directed Placement
Hylrid

Cost Function

ICCAD Tutorial: November 11, 1999




Quadratic Placement

& Analytical Technigue

Min [(x1-x3)? + (x1-x2)? + (x2-x4)?] : F

%
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Analytical Placement

o Get a solution with lots of overlap
o What do we do with the overlap?
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Pros and Cons of QP

= Pros:
““"Very Fast Analytical Selution
‘@ Can Handle Large Design Sizes
‘@ Can be Used as an Initial| Seed| Placement Engine
= Cons:
@\ ot Suitable for: Timing DrivenPlacement
e\t Suitable for; Simultaneous Opfimization ofi @ther ASpects of
RPhysicallDesigni(clocks; crasstalk:.:)
‘e Gives TnviallSelutiensiwitheut:Pads (and/clese to trivial with
pads)

7\ Andrew B. Kahng
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Simulated Annealing Placement

| nitial Placement | mproved through
Swaps and M oves

&~ Accept a Swap/Moaove if it improves cost

&~ Accept a Swap/Move that degrades cost
under some probability conditions

Triime
ICCAD Tutorial: November 11, 1999




Pros and Cons of SA

= Pros:
‘“"Can Reach Glohally Optimal Salution (given “enough® time)
= Open Cost Function.
‘@ Can Optimize Simultaneausly all Aspects ofi Physical Design
““’Can be Used|for End/Case Placement

= Cons:
“rExtremely; Slow Pracess ofiReaching aiGoeod/Soelution

ICCAD Tutorial: November 11, 1999

ICCAD Tutorial: November 11, 1999




Pros and Cons of Partitioning
Based Placement

=" Pros:
‘““More Suitable to Timing Driven Placement since it is Mave
Based
“*New, Innavation (hMetis) in Partitioning Algaerithms have made
this Extremely, Fast
‘“@pen Cost Function
‘“\oyve Based means Simultaneeus Optimization ofialllDesign
Aspects Passihle
= (Cons:
< Noet:WelllUnderstoed
“Hlets ofiSindifferent: moeyves
MV aynebwerkavelWith seme CostunClens:

7\ Andrew B. Kahng
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Force Directed Placement

&"Cellsare dragged by forces.

‘&~ Forces ar e generated by nets
connecting cells. L onger nets gener ate
bigger forces.

"~ Placement isobtained by either a
constr uctive or aniter ative method.

ICCAD Tutorial: November 11, 1999




Pros and Cons of Force Directed
Placement

=" Pros:
““"\/ery Fast Analytical Solution
‘@ Can Handle Large Design Sizes
‘“"Can he Used as an Initial| Seed| Placement Engine
“The force
= Cons:
‘Nt sensitive te the: nen-everiapping|censtraint
‘“ Gives Trivial Selutienswitheut:Pads
‘e Nt Suitablerferiiming Driven Placement

ICCAD Tutorial: November 11, 1999

Hybrid Placement

=" Mix-matching different placement algorithms
= Effective algorithms are always hybrid
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GORDIAN (quadratic + partitioning)

min{ " (x; - x; )’}
min{ 3 (¥; - ¥;)°}
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Hybrid Placement

‘=" |t is not yet understood how to combine various
algorithms to construct an effective flow: when to use

which algorithm and for. how long (and why)?
‘=" Current: methods are ad-hoec
=" |n fact, the flow should be instance based
‘€5 ene circuit annealing|is,geed enough
‘“=nanether guadratic + partitioning

=\ Andrew B. Kahng
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Pal‘itio N | N g in Placement Algorithms

Used in: many placement algorithms

In'its most basic form or. cost function / algorithmic
variations of it

Here, we used partitioning in discussion ofi algorithms
and will' used it later in discussion ofi cost functions

While describing partitioning;, we will'touch on a few.
fundamentaliconcepts such as; clustering

ICCAD Tutorial: November 11, 1999

Standard Min-Cut Formulation

partition Vinte disjoeint partitions C;, ..., C,, such that

the number; of cut hyperedges is minimized.

Edge IS cutifithere exist C;, C; with
k=12 most often studied

Partition sizes must satisfy/halance constraints

FeCUS 6n| cuts communication; interaction between subprehiems

Given a vertex- and hyperedge-weighted hyperrah Hi=(V, E),
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Variant Formulations

o Constraints
s |/O, area
path delay.
multi-balance. (area, power)
multi-dimensional balance
hierarchy,

o [Degrees ofifreedom
e replication

s Ohjectives
o MINECUL?

ICCAD Tutorial: November 11, 1999

lterative Algorithms

o Neighborhood operator — single-shift
— par-swap

_I&S

- start with all vertices unlocked
s AcCepl/reject 2

= find best prefix of this move sequence
= actually make this “compound move”

ICCAD Tutorial: November 11, 1999




Advantages: Simple, efficient and fast
Disadvantage: Poor quality for large instances

ICCAD Tutorial

Multilevel Partitioning

ICCAD Tutorial




lterative Algorithms

Folklore greedy shift, swap

1970 Kernighan-Lin

1982 Fiduccia-Mattheyses

1983 Metaheuristics... - GA, SA, LSMC
1984 Goldberg-Burstein, two-level
1989 Krishnamurthy, Sanchis,
1993 Quick Cut

1995 Metis, Chaco; ... Multilevel
1996/ PREP; CLIE; CDIE

1997, ML.c; HMEetis

19981Deen) Brop; ISPDhYgisuite

ICCAD Tutorial: November 11, 1999

lterative Algorithms

Practicality/creativity:
relaxed balance constraints
multiple unlocks
early termination
dual representation

ICCAD Tutorial: November 11, 1999




Spectral / Geometric

o Hall70
Ox=Ax A =WL if x'x=1
o closest legal partitioning te kismallest eigenvectors
o Barnes85; Hagenkai, ChanSZ93
o Blanks85; FrankleK86; ArunRo1, AlpertY95

ICCAD Tutorial: November 11, 1999

Combinatorial Algorithms

o Min-delay clustering (replication) LawlerLT69

o Network flows
e CUL
o replication
o Mathematical programming
o replication/retiming
o constrained|partitioning (MEM:s)
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A Synthesis of Placer Evolution

o Top-down (partitioning) technology.

DunlopK 85
Suarisk 87
HuangK 97

ICCAD Tutorial: November 11, 1999

Cost Functions for Placement

‘=" The final goal of placement is to achieve and
meet
‘& Constraints are very hard to use in optimization, thus we
use cost functions (e.qg., Wirelength) to predict our. goals.
“\We will show what happens when youtry: censtraints, directly,

“-The:main challengeiis a technicallunderstanding ofivarious,cest
functions;andfthelr; mteraction.
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Cost Functions for Placement

= Net-cut

€ Linear wirelength

‘€ Quadratic wirelength

‘& Congestion

= Timing

= Coupling

= @ther perfermance related
COSLUnCLons

< Undiscoyvered: Grossing

%,

%

%,
(2

.
L @’OU[ s
o)
ar&s/)%

wyiob |y
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Net-cut Cost for Global Placement

<~ The net-cut cost is defined asthe
number of external nets between different
global bins

%] == Minimizing net-cut in glebal placement

tendsto put highly connected cells close to
each other.
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Linear Wirelength Cost

(xLy1) The linear length of a net between cell 1 and
cell 2is
I, = [x1-x2| +|y1-y2|

Thelinear wirelength cost isthe summation of
thelinear length of all nets.

ICCAD Tutorial: November 11, 1999

Quadratic Wirelength Cost

(xLy1) The quadratic length of a net between cell 1 and
cell 2is
= I, = (x1-x2)? +(y1-y2)*

2 The quadratic wirelength cost isthe

summation of the quadratic length of all nets.
(x2y2)

ICCAD Tutorial: November 11, 1999




Congestion Cost

Routing demand = 3
Assume routing supply is 1,
overflow = 3- 1 =2 on thisedge.

Overflow on each edge =

(if Routing Demand > Routing Supply)
0 (otherwise)

Congestion Overflow = Z overflow
al edges

ICCAD Tutorial: November 11, 1999

{ Routing Demand - Routing Supply

Cost Functions for Placement

‘& Various cost functions (and a mix of them) have been
used in practice to model/estimate routability and timing

‘=" We have a good “feel” for; what each cost functionis
capable of doeing

= We needto understand/the interaction amoeng cost
functions

ICCAD Tutorial: November 11, 1999




Cut vs. Wirelength

= Globally: In a 2x1 bin, wirelength is the same as cut

N irew B. Kahng
ICCAD Tutorial: November 11, 1999 id Sarrafzadeh

Congestion Minimization and
Congestion vs Wirelength

““~Congestion is important because it closely
represents routability (especially at lower-levels
of granularity)

‘& Congestion is not:well understood

= Ad-hoc technigues have been kind-ofiwoerking|since
congestion has neverheen severe

= |thasiheen thatlengthimimimization tends to
reduce Congestion:

& Reducecongestioninplacementi(willing
Loy sactificenvirelengtiral it exor s

=\ Andrew B. Kahng
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Correlation between Wirelength and
Congestion

Wirelength # Congestion
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Congestion Map of a Wirelength
Minimized Placement

Congested Spots

O R

=\ Andrew B. Kahng
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Different Routing Models for

modeling congestion
Bounding box router: fast but inaccurate.
Real router: accurate but slow.

A bounding box router can be used in
placement i it produces correlated routing
resultsiwith the reallrouter.

Notes: Eor different Cost funclions; answer might
pedifierent (exap; for coupling;, only a detaled
reutercan answen)

»~—\ Andrew B. Kahng
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Different Routing Models

ICCAD Tutorial: November 11, 1999

Correlation Test Between
Routers

RoutModel
BBox

Raal

BBox

Rual

BBox

Real

BBox

Real

Evaluate overflow value using different routers.
(A, B, C, D, E and F are six independent placements)

Conclusion:
Bounding box router cannot be used in placement to evaluate congestion.

ICCAD Tutorial: November 11, 1999




Objective Functions Used In
Congestion Minimization

Standard total wirelength objective.

Total overflow in a placement (a direct
congestion cost).

(4- )WL + @i Ovrflw
A guadratic plusilinear chjective.
Allinear; plus guadratic ehjective.
Aimodified overiiow! cost:

@Vriiwz Attime: changinghybrid ehjective
whichietthe costiunction gradually changeiren
WIrelengiiite)eyertieowW as;eplimiZzaticn pProceeds;

7\ Andrew
ICCAD Tutorial: November 11, 1999 (C) maids

Wirelength Cost

cost

e
S # nets crossing
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Delta Wirelength Cost

/\cost
AWL

# nets crossing

ICCAD Tutorial: November 11, 1999

Overflow Cost

Ovrflw

# nets crossing

ICCAD Tutorial: November 11, 1999




Delta Overflow Cost

/\cost
A\ Ovrflw

# nets crossing

ICCAD Tutorial: November 11, 1999

Hybrid Cost

cost

(1-a)WL+aOvrflw

# nets crossing

ICCAD Tutorial: November 11, 1999




Delta Hybrid Cost

Acost
A{ (1-a)WL+aOvrflw}

# nets crossing

ICCAD Tutorial: November 11, 1999

Look-ahead overflow cost

Routing Demand - Routing Supply
Overflow on each edge = { (if Routing Demand > Routing Supply)
0 (otherwise)

Tota Overflow = Z overflow
al edges

Routing Demand - (Routing Supply - )
Overflow with look-ahead = { (if Routing Demand > Routing Supply - )
0 (otherwise)
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Look-ahead Cost

So # nets crossing

ICCAD Tutorial: November 11, 1999

Delta Look-ahead Cost

/\cost

So # nets crossing
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Linear-Quadratic Cost

LQ

# nets crossing

ICCAD Tutorial: November 11, 1999

Delta Linear-Quadratic Cost

/\cost

ALQ

# nets crossing




Quadratic-Linear Cost

QL

# nets crossing

ICCAD Tutorial: November 11, 1999

Delta Quadratic-Linear Cost

/\cost

AQL

# nets crossing




Comparison Between Different

Objectives

runtime

WL
Ovrflw

IkAhd

QL
LG

08WL+0.20ur fiw
08WEL + 0.40nr flu
0.5W L + 0.50nr i
AW L + 0.60nr fiw
0.2WEL + 0.80nr flu
(1—ay )WL+ ayQurfiw 47500

643
116050
51001
b33a8
p0074
49283
49884

43523
47428
48212

Andrew B. Kahng
ICCAD Tutorial: November 11, 1999 @ Majid Sarrafzadeh

Comparison Between Different
Objectives

WL
Ovrilw

LkAhd

QL
1Q

O.8WL +(0.200r fiw
0.6W L + 0400 fiw
O.OW L + (0.60ur fiw
0A4AW L + (0.600r fiw
0.2W L + (0.80ur fiw
{1 — oy )WL + ay Our Flu

Andrew B. Kahng
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Comparison Between Different
Objectives

wirelength | overfow
WL 9110 159
Ovrflw 718451 130410
08WL +0.20ur flw 6h1406 117592
08W L + Q.40ur flw 6bh704 118589
.5W L + 0.50vr fiw 600043 118594
QAW L + 0.80urfiw 660134 115084
0.2WEL + (.80t flw 661159 119243
{1 = )WL + ey Qur flu 698035 126173
IkAhd 711555 128870
QL 664985 120412
LG 718701 130538

Andrew B. Kahng
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Comparison Between Different
Objectives

wirelength | overflow | runtime
WL 107261 802 7334
Ovrflw 879751 1606520 | 115085
0.8W L +0.20vr fiw 832858 163260 | 110778
06WL + 0.40ur fiu 238492 1593086 119350
0.6WL 4+ 0.60urflw 830052 159466 | 115754
QAW L + (.80t f i B4284() 153848 117805
0.2W L + 0.80vr fiw 849358 159574 | 110485
(1 - ar)WL+ arQurflu 859994 166729 72723
Tk Ahd 881915 161172 71897
QL 840739 152345 72526
LQ 870860 160625 72593

Andrew B. Kahng
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Post Processing to Reduce
Congestion

Post process the wirelength
optimized placement using
the congestion objective

=\ Andrew B. Kahng
ICCAD Tutorial: November 11, 1999 (.\Q/) Majid Sarrafzadeh

Post Processing Heuristics

Greedily
move cells around and greedily accept
MOoVes.

Use a
flow-hasediappreachito moyve cells.

\Vieve netsiwitl
PIGOEN CONBULGAS Lo thE CONYESTIBRTINST:

=\ Andrew B. Kahng
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Greedy Cell-centric Heuristic

=\ Andrew B. Kahng
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Flow-based Cell-centric Heuristic

_ inNod
Cell Nodes .

ICCAD Tutorial: November 11, 1999 (.\Q/) Majid Sarrafzadeh
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Net-centric Heuristic

|

o] “ | |

7\ Andrew B. Kahng
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Post Processing Results

before PP net-centric | % imp. net-centric
va. before PP
12 7 7 41.7%
18 14 14 12.5%
17 4 88.2%
] 49 67.5%
kY 47 46.5%
# 12.1%
® 116 27.0%
® 747 6.9 %
36.9%

{* out of memory)

ICCAD Tutorial: November 11, 1999




From Global Placement to Detailed
Placement

Global Placement: Assuming
all the cellsare placed at the
centers of global bins.

C NS i —

/ Detailed Placement: Cellsare

placed without overlapping.

ICCAD Tutorial: November 11, 1999

Correlation Between Global and
Detailed Placement

Wirelength optimized global
placement.
Wirelength optimized detailed
placement.
: Congestion optimized global
placement.

Congestion optimized detailed
placement.

Congestion at detailed placement level is correlated with
congestion at global placement level. Thus reducing congestion in
global placement helps reduce congestion in final detailed placement.

=\ Andrew B. Kahng
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Conclusion

Wirelength minimization can minimize congestion
globally. A post processing congestion minimization
following wirelength minimization works the best to
reduce congestion in placement.

\We tested a number. of:.congestion:-related cost functions
ncluding a hybrid/length plus;cengestion (commonly
believed to be very effective). EXpernments; prove. that
they do networkiveny well.

NEet=centric post Processing teChniguUES; arevery,
efiective toyminimize; Congeston.

@ongestionattierglohaliplacementievels correlatesswell
WithICONEEStonIerdetaled placement:

ICCAD Tutorial: November 11, 1999

Summary: Relationships Between
the Three Cost Functions

““"The net-cut objective function is more smooth than the
wirelength objective function

‘€ The wirelength ebjective function is more smooth than
the congestion objective function

= [_ocal minimas of these three ohjectives are in the same
neighboerhooed.

=\ Andrew B. Kahng
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Shapes of Cost Functions

net-cut cost
wirelength

congestion

Solution Space

ICCAD Tutorial: November 11, 1999

Crossing: A routability estimator?

o Replace each crossing with a “gate”
o A planar netlist
o Easytoplace

ICCAD Tutorial: November 11, 1999




Timing Cost
‘= Delay of the circuit is
defined as the longest

delay among all
possible paths from
primary inputs to
primary outputs.

‘= |nterconnection delay
becomes more and
more importantin deep
SUB-mMICren regime:

Critical Path

ICCAD Tutorial: November 11, 1999

Timing Analysis

_._L

_L

Hoew dewe get the delay numbersion the gate/interconnect?
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Approches

o Budgeting
o Inaccurate information
o Fast
o Path Analysis
o Maost accurate infermation
o Veryislow
o Pathy analysis with mireguent path substitution
o Somewherein between

7\ Andrew B. Kahng
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Timing Metrics

®* How do we assess the change in a delay due to a
potential move during physical design?
®* Whether it is channel routing or area routing, the
problem is the same
® translate geometrical change into delay change

ICCAD Tutorial: November 11, 1999




Others costs: Coupling Cost

“*"Hard to model during placement
“€"Can run a global router in the middle of placement
‘= Even at the global routing level it is hard to model it

Avoid it

ICCAD Tutorial: November 11, 1999

Coupling Solutions

o Once we have some metrics for coupling, we can calculate
sensitivities, and optimize the physical design...

7 7

7

7
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Other Performance Costs

‘=" Power usage of the chip.
““"Weighted nets
‘“"Dual voltages (severe constraint on placement)

= \/ery little known aboeut these cost functions and their
nteraction with ether; cost functions

= Fundamentaliresearchiis needed to;sfied seme: light:on
thestructure: of them

ICCAD Tutorial: November 11, 1999

Netlist Granularity:

Problem Size and Solution Space Size

““"The most challenging part of the placement problem is
to solve a huge system within given amount of time
‘=" \We need to effectively reduce the size of the solution
space and/or; reduce the problem size
‘“\etlist clustering: Edge extraction in the netlist

wyiob|y

Cost Function

ICCAD Tutorial: November 11, 1999




Clustering (net-cut vs. wirelength)

‘& Big clusters should be formed based on net-cut cost
‘= Small clusters should take wirelength into account.

‘& According to the target size of the clusters, we should
be able to choose the appropriate cost function for:
clustering

ICCAD Tutorial: November 11, 1

+1 level clustering (net-cut and
wirelength)

Moving clusters using wirelength cost at

Start from anet-cut partitioning at level | Perform net-cut partitioning at level 1+1
level |

Reform clusters at level |
ICCAD Tutorial: November 11, 1




+1 LLevel Clustering Heuristics

= +1 |level A: Use hMetis to get the net-cut optimized cell
clusters at level h+1. Then perform the wirelength
optimization at level h:

= +1 |evel B: Use hMetis to get the net-cut optimized
placement at levellh. Then use hiMetis to partition the
subgirceuit in each glebal biniintoe clusters. Then perform
the wirelengthioptimization at levelih:

< 1 evel € Use hMetis terget thernet-cut optimized
placementatthefirstievelfi: ihentuse hVIetisitorkeep
parttenmguntivvereachilevel iFaiien de clustenng
atlevelhdiandipernenm e wirelengtiropumizatorn
packeatlevel s

ICCAD Tutorial: November 11, 1999

dxd 16 x 16

technique WL | runtime WL | runtime
WL.fast 1517 542 3588 490
WL.slow 703 16535 879 14562
cut opt. 536 542 1082 8961
+1level A 737 244 1313 384
+1level B 649 244 1051 326
+1level C 7490 251 1028 323

Wirelength and runtime comparison between different approaches for ibm01

Percentage of externa netsvs.
number of global bins:

10° 1
number of global bins
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technique
‘WL.fast
‘WlL.slow
cut opt.
+1level A
+1level B
+1level C

percentage of external nels

Percentage of externa netsvs.
number of global bins

4x4 16 % 16
techmique | WL | runtime | WL | runtime | WL | runtime | WE | runtime | WL | runtime
WL.fast 1325 814 | 1472 716 | 1452 742 | 1472 724 | 1581 6hd
WL.slow | 1077 1672 | 1173 1739 | 1064 1578 | 1350 1712 | §05 J241
cut opt. 225 36b | 318 363 | 408 411 | 486 424 | 658 533
+llevel A | 272 219 | 486 186 | 763 207 | 1017 260 | 1456 280
+llevel B | 310 217 | 406 179 | b16 196 | 666 215 | 76h 262
+1level C 405 188 699 227

Wirelength and runtime comparison between different approaches for avgs

percentage of external nels

Percentage of externa netsvs.
number of global bins

10°
number of global bins



Layout Coarseing

Reduce Solution Space
Edge extraction in the solution space

Only simple things have been tried
» GP, DP!(Twalf)
o 2X1, 2X2; ....

Coarsen only “easy’ parts

(/2

& &

/y/.

X
K>

wyiLoB |y

\

Cost Function
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Summary of the Placement Cube
| coxrr i

Cost Function

Cut Length CoR

ICCAD Tutorial: November 11, 1999




Incremental Placement

‘€ Given an optimal placement for a given netlist, how to
construct optimal placements for netlists modified from
the given netlist.

= \/ery little research in this area.

‘@ Different: type: ofiincremental changes (in ene regien, ar, all
(0)V/=1p)

‘“rMethoeds tojuse

“ Hoew glehal sheuldithe:methed/he

< Anextremely important proflem.

7\ Andrew B. Kahng
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Incremental Placement

* A placement move changes the interconnect
capacitance and resistance of the associated net

® A net topology approximation is required to estimate
these changes

ICCAD Tutorial: November 11, 1999




Routing Algoerthms

ICCAD Tutorial: November 11, 1999

Maze Routing

Point by point routing of nets
Route from source to sink

Objective Is to route all nets according to some cost
function

Most often; cost function tries  toyminimize congestion,
route:length;, coupling; etc

ICCAD Tutorial: November 11, 1999




Maze routing algorithm

Initialize priority queue Q, source S and sink T
Place S in Q
Get the lowest cost point X from Q, put neighbors of X in

Q

Repeat last step untilllowest cost point X is equal to the
sink Ty

Riprand rereute nets

ICCAD Tutorial: November 11, 1999

Rip and Reroute

After all nets are routed, rip and reroute will select a
number of nets based on a cost function to reroute

Maze router focuses on minimizing congestion,
therefore the rip and reroute finds, nets that are routed
through congested areas, remoyves net's routing and
reroutes the net

Riprand rereute s\ veny impoertant. It greatly/ improyves
thersolution

=\ Andrew B. Kahng
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Maze routing example

4 dlenotes the source poinl
T 12 The sink poa

TR EEEREERER
& & &% & & & & &
* ®F % % & & 9 ¥
T EEEEREEE
® & &% & & & & @&
. % & & & & @ @

Andrew B. Kahng
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Maze routing example

L B

4 dlenotes the source poinl
T 12 The sink poa

L
& & @

Search the meighhors of §

.
L I R I
a @& & & & & & @
. % & & & & & @

. 8 & &

Andrew B. Kahng
ICCAD Tutorial: November 11, 1999 @ Majid Sarrafzadeh




Maze routing example

4 dlenotes the source poinl
T 12 The sink poa

L
& & @

Search the meighhors of §

Pt e ighlors inie
Py s e

" 8 & & B 8 0 @
. F ® ¥ ¥ 8" 8 @
® 8 & & & 8 @ @
i.iﬂ—ii—)

. F ¥ ¥ " * @
® 8 % & 8 8 B B
® 8 & & & 8 @ @
8 & & % & @

. 8 & &

Andrew B. Kahng
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Maze routing example

4 dlenotes the source poinl
T 12 The sink poa

L
& &

® 8 & & & & B B
£ .
® 8 % & 8 8 B B

L I BN
. " " @

Search the meighhors of §

Pt menihlsors imta
Ty cpEg

Ciet dhee Binwe el £t vinit

fireerh the quiiue and search
i's meighbors

- 8 B -

Andrew B. Kahng
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routing example

4 dlenbes the soures p0inl
T 12 The sink poa

L
oL N
L

Search the meighhors of §

Pl deea [ e
PR Cpspie

Ciet thee Binweel ot paxint
fireerh the quiiue and search
it's neighbors

® 8 & & & & & @
T ®F % % & & ¥ ¥
® & &% &% & & & @&
. e
iliﬁ!—%_’
" " % @

se s s e bee
T EEEREEE
* F & &% & & % ¥

Coiiinibe s archeg il
gink 1= popped bom the
CEElE

Andrew B. Kahng
ICCAD Tutorial: November 11, 1999 @ Majid Sarrafzadeh

Maze routing cost function

Points can be popped from queue according to a
multivariable cost function

cost = function(overflow,coupling,wire: length; ... )

By adding a distance. to sink variable to the cost
function, you/get a directed search

Directed searchiallows the maze router: toexplorethe
points areund the direct: path frem seurce: o) sinkafirst

Directedisearchisioptmaliirtestmate®is alewers
hoeunditeacital distance

Andrew B. Kahng
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Directed search

5 denodes the source point
T 1= the =k pont

Irirected search limis
e swarch space when all
ather cost warinhles are

ecqual
Nom derecied search

expaicts in B circalar
fnshion from 5

& % & & & & BB
" % 0 " ¥ B W
* % & 8 B ¥ B W

Andrew B. Kahng
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Limiting the search region

e Since the majority of nets are routed within the bounding
box defined by S and T, you can limit the number of
points that the maze router will' search to those within
the bounding box

Tihis allews the maze: router: to finish; seener with little to
no, negative impact en the finallrouting cost

Intuitively; you can see how: this willldecrease: the
runtime: since: the routerwill'net:.consider permtsiwhich
arenoetlikely e e on the route pati. As;stated befere;
any poenteutsiderthierbeunding hexis unlikely e appear:
o thereuung pati

Andrew B. Kahng
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Restricting the search region

3 denodes the source point
T ie the gk point

Boundimg box of 5 amd T

Marmally, the search region
is restricted o the bounding
box + X

In thae exaigple, X =2
The points outside of blue

aren are ned considered by
the: mace router

Andrew B. Kahng
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Routing patterns

Idea: restrict the routing of a net to certain basic templates

Basic templates are L-shaped (1 bend) or. z-shaped (2 bends) routes
between a source and/sink

Templates allow fast routing of;nets since you only: censider. certain
edges and points

Hoine I-ﬂ.n.‘:ud. ronEE
- & & & @

Andrew B. Kahng
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Experimental Results

In our experiments, we tried using these templates for routing the n

Our results showed that you can route x% of the small nets in |-shaped fashion without los
congestion costs

Unfortunetly, you can not route the largest nets using |-shaped routing without a dram
increase in congestion (as compared to the congestion when you maze route every n
Therefore, segment trees provide no advantage for I-shaped routin

Below, the overflow results when the x% largest nets are locked and |-shape route

overflow costs - maze routing w ith x% 1-bend routing large nets -> small nets. Splitinto 2 terminals by mst
filename 0% 5% increase 5% ratio 10% increase 10% ratio

pl.3 383 409 26| 1.0678851 418 35 1.091383812
p2.3 675 874 199 1.2948148 947 272 1.402962963
avqgs.2 3148 3870 722 1.229352 4150 1002 1.318297332
biomed.2 22 148 126 6.7272727 236 214 10.72727273
pl.2 70 104 34 1.4857143 105 35 1.5
p2.2 117 196 79 1.6752137 247 130 2.111111111
struct 233 280 47 1.2017167 331 98 1.420600858
biomed 3024 3307 283 1.0935847 3309 285 1.094246032
avgs 115 264 149 2.2956522 313 198 2.72173913
total 1665 n/a 10056 2269 n/a

Results

The overflow results when the smallest x% (determined by bounding box) of the nets
arel-shape routed. The remaining (1-x)% nets are maze routed. The smallest x% nets
arelocked i.e. they are not available for rip and reroute.

Thetotal time to route is reduced since I-shaped routing completes faster than maze
routing and the locked nets dlow rip and reroute to finish quickly

When x% = 0, thisis pure maze routing. When x% = 100, every net is |-shape routed
An intuitive explanation: Since most of the routing of a net is done within it's bounding
box, the nets with a small bounding box have little freedom with their routing. Thus,
one of the|-shaped routes will be agood solution. On the other hand, alarge bounding
box gives more freedom to find alow cost path and the restrictive I-shaped route only
considerstwo paths. Therefore, the I-shaped route is likely abad routing choice.




Quality of pattern routing

o If pattern route x% of the nets (where x is very small)
same quality results is obtained

o Not much faster if.the search graph is the same as
maze routing graph (I.e. need to number; grid points
one-hy-one)

o Need “super” data structures that allow; guick jumps

ICCAD Tutorial: November 11, 1999

Segment Trees

o Store routing segments in binary. trees for. fast of segments and
congestion

o Raouting area is divided into m horizontal trees and n vertical segment
trees where m and n are the width;and height, respectively, of the
routing area

The s segmeal iree represents e
Bhorizantal track ()

Examegle: red node denobes o segment Irom
LU b 14.000)

ICCAD Tutorial: November 11, 1999




Segment Trees

The number of segments of any node can be retrieved
iIn log n time where n is the length of the routing track
Segment trees give you a quick global view at the
routing of the nets

Allows you to route long| z or. L.-shaped nets much faster:
than traditional grid appreach

@n a 100x1.00! grid; segment trees will route an .-
shaped netfasterifithenethas abounding hox
PENmelergreater than 40

Tiherelore; Wewant o route |ongineis Wit Segmernt
rees|iiyieldsiaicostisimilantiotiatertaditionalmaze
routing

ICCAD Tutorial: November 11, 1999

Coupling

As fabrication sizes get smaller, coupling plays a larger.
role in timing

Therefore, we want to minimize the number of long nets
that are close to each other (on same route track)
Segment trees keep this infermation

\Ways of using segment trees to reduce. coupling during
glebalfreuting?

=\ Andrew B. Kahng
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Post-processing to avoid coupling

o Need good incremental router

M

7
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Incremental Routing

o Very little work done in this area

o For example, with maze routing, if x (10) nets are
changed, how many do we rip-up and reroute?

ICCAD Tutorial: November 11, 1999




Routing

® Reguirements for the DSM Router:
N:layer. shape-based router,
Supports gridless and/gridded routing
Variable wire width for eptimal/delay constraints
Crass-talk aveidance, antenna effects
Clock tree sizing fertree balancing
Poewerreuting|sizing ferveltage drep andlelectromigration
Poewerand|cleck rauting|reseurces reservediearny,
Activity-hased|eplimization

7\ Andrew B. Kahng
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Conclusion

e Maze routing is very effective and used in industry.
o Need to “pattern” route many nets
o Need the right data structure to support pattern routing
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Placynthesis Algorithms

ICCAD Tutorial: November 11, 1999

How to combine Placement &
Synthesis

Algorithmic challenges
Does it make sense?
Details in Part Il

Tiere are “pure synthesis’” operations
And; there: are: placynthesis, moyves

And there are: “‘preliminany placementmoyves (for cost
IURCHon SMOBLINESS?):
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Many other Design Metrics:
Power Supply and Total Power

-_—

o B N W A~ O o

1997 1999 2002 2005 2008 2011 1997 1999 2002 2005 2011

Source: The Incredible Shrinking Transistor, Y uan Taur, T. J. Watson Research Center, |BM, |EEE Spectrum, July 1999 =\ Andrew B. Kahng
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Dual Voltages: A harder problem

o Layout synthesis with dual voltages: major geometric
constraints

| —

NN\ T

=\ Andrew B. Kahng
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Conclusion

e There are so many problems that we do not understand.

e Innovation (in algerithms, methodology, tools, etc)
needed in all facets.

o Modern physicalldesign challenges are in fundamentals.

ICCAD Tutorial: November 11, 1999
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