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Solutions 5-1

Answers to Exercises in Chapter 5 - Markov Processes

5-1. Find the state transition matrix P for the Markov chain below.
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5-2. In a discrete-time Markov chain, there are two states 0 and 1.  When the system is in state 0 it stays in that state

with probability 0.4.  When the system is in state 1 it transitions to state 0 with probability 0.8.  Graph the Markov

chain and find the state transition matrix P.
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5-3. An instrumentation system data-acquisition system acquires a block of data from a each of two redundant

temperature sensors every 50 ms.  Then sensors are numbered 0 and 1.  Each 50 ms period the computer scans the

data from one of the two sensors for the presence of data spikes caused by impulse electromagnetic interference

(EMI).  If impulse EMI is present, the computer rejects the data from that sensor and examines the data from the

other sensor.  If the other sensor also has impulse EMI the computer waits through the next two data acquisition

periods without taking data and then starts acquiring data again from first sensor.  Graph this system using the

probabilities of impulse EMI below and write the state transition matrix P.

 

Sensor
Impulse EMI

Probability

0 0.05

1 0.08

2

1

0

3

0.95

0.05

0.92

0.08 1

1



©  M. J. Roberts - 1/20/08

Solutions 5-2

  

P =

0.95 0.05 0 0

0 0.92 0.08 0

0 0 0 1

1 0 0 0

5-4. Find the n-step transition matrix 
  
P n  for the Markov chain of Exercise 5-2.
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5-5. A marksman is shooting at a target.  Every time he hits the target his confidence goes up and his probability of

hitting the target the next time is 0.9.  Every time he misses the target his confidence falls and he hit the target the

next time with probability 0.6.  Over a long time what is his average success rate in hitting the target?  0.8571

5-6. Find the stationary probability vector  for the Markov chain of Exercise 5-1.
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T
= 0.797 0.239 0.6574 0.0239

5-7. A random-walk Markov chain has K positions.  The state transitions are

   

P
ij

=

1 p  ,  i = j = 0

p       ,  j = i + 1;i = 0, , K 1

p       ,  i = j = K

1 p  ,  j = i 1;i = 1, , K

0        ,  otherwise

Sketch the Markov chain and find the stationary probability vector.
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Done as example 1-7 in Markov Chain notes for ECE 504 (below).
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5-8. At an airport security checkpoint there are a metal detector , an explosive residue detector and a very long line of

people waiting to get checked through.  (Assume the line is so long we can consider it infinitely long for this

exercise.  Also assume that a person may not enter the metal detector until there is no one waiting to enter the

explosive detector.)  Every traveler must go through these two checks, metal detector first, followed by the

explosive detector.  Assume that the number of seconds required for the metal detector is geometrically

distributed with an expected time of 10 seconds and that the number of seconds required for the explosive

detector is also geometrically distributed with an expected time of 20 seconds.  Graph the Markov chain

describing the states of the metal detector and explosive detector.

(a) What is the probability that each detector is in use?

(b) What is the probability that both detectors are simultaneously in use?

The stationary probability that the metal detector is in use is 0.1343 + 0.2985 = 0.4328,

The stationary probability that the explosive detector is in use is 0.5672 + 0.2985 = 0.8657,

The stationary probability that both detectors are in use is 0.2985.

5-9. Repeat Exercise 5-8 under the assumption that each detector is equally likely to finish in exactly 10 seconds or

exactly 20 seconds.  What is the probability that both detectors are busy? 5/7

5-10. Consider an irreducible Markov chain.  Prove that if the chain is periodic, then 
  
P

ii
= 0  for all states i.  Is the

converse also true?  If 
  
P

ii
= 0  for all i, is the irreducible chain periodic?

The converse is not true.

5-11. Consider a discrete random walk with state space 
  

0,1,2,{ } .  In state 0 the system can remain in state 0 with

probability 
  1 p  or go to state 1 with probability p.  In states   i > 0 , the system can go to state   i 1 with

probability 
  1 p  or to state   i + 1 with probability p.  Sketch the Markov chain and find the stationary

probabilities.
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, the limiting state probabilities do not exist.

5-12. A hotel reservation service has a toll-free number people can call to make reservations.  All their reservation

clerks are sick except one, who is taking all calls.  At the end of each one-second interval the customer currently

receiving service completes his/her reservation process with probability q, independent of the amount of time

he/she has been on the line.  Otherwise he/she stays on the line.  Also, at the end of each one-second interval a

new customer calls the reservation number with probability p independent of the number of people already

waiting for service and the amount of time the current customer has been on the line and, if the reservation clerk

is busy, is put on hold in a first-in-first-out queue until the reservation clerk is available.  Let the number of

people waiting to be served be the state of the system and graph the Markov chain.  What are the stationary

probabilities, if they exist, and what are the conditions under which they exist?
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If  p q , the series does not converge and the stationary probabilities do not exist.

5-13. A graduate student spends his time doing four things in the following sequence.

1. Eating  (breakfast) - expected time is 20 minutes

2. Doing experimental research - expected time is 5 hours

3. Eating (lunch) - expected time is 20 minutes

4. Doing experimental research - expected time is 5 hours

5. Eating (dinner) - expected time is 20 minutes

6. Analyzing research results - expected time is 5 hours

7. Sleeping - expected time is 8 hours

The time spent in each activity  is exponentially distributed.  Graph a Markov chain for this student’s activity and

find the stationary probabilities.
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5-14. Let an   M / M / c / c  queue have   c = 5  servers.  How large is the load 
 
= / μ  which makes the probability of

rejecting an arrival be 0.05? 2.2185
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5-15. Find the limiting state distribution of the   M / M / 1 / c  queue that has one server and capacity c.
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5-16. Everyone has had the experience of waiting in one of several lines for service and watching the other lines move

faster.  Sometimes the lines are combined into one line and as each server completes a transaction the next person

in line goes to that server. To keep this exercise as simple as possible suppose there are two people selling

basketball game tickets and the time to sell a ticket is exponentially distributed with a service rate of μ  people per

minute and an arrival rate of  people per minute

(a) Let there be two lines.  Each person chooses a line at random and once a person gets into a line he must

stay in that line.  What is the expected  number of people waiting in line in terms of the load ?

 
1 / 2

(b) Let there be one line and as a ticket seller becomes available the person at the head of the line goes to that

seller.  What is the expected number of people waiting in line in terms of the load ?
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5-17. A door-to-door saleslady is selling cosmetics.  Her self-confidence depends on the recent history of her sales,

being higher after making a sale and lower after losing a sale.  When her self-confidence is higher her probability

of making a sale at the next house goes up and when it is lower her probability of making a sale at the next house

goes down.  Suppose she starts the day fresh with a probability of 0.3 of making a sale.  Every time she makes a

sale her probability of making a sale at the next house increases by 0.05 except that it never exceeds 0.5 and every

time she loses a sale her probability of making a sale at the next house decreases by 0.05 except that it never falls

below 0.1.  Graph the Markov chain for this saleslady with state 0 representing the initial state when she starts in

the morning, negative state numbers representing lower selling probability and positive state numbers

representing a higher selling probability.  Over a long period of time (many days) what is the probability of

making a sale at the seventh house of the day? 0.2139


