Dynamic Adaptive Neural Network Arrays: A Neuromorphic Architecture
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ABSTRACT
Dynamic Adaptive Neural Network Array (DANNA) is a neuromorphic hardware implementation. It differs from most other neuromorphic projects in that it allows for programmability of structure, and it is trained or designed using evolutionary optimization. This paper describes the DANNA structure, how DANNA is trained using evolutionary optimization, and an application of DANNA to a very simple classification task.

CCS Concepts
• Computing methodologies → Neural networks; Genetic algorithms;

1. INTRODUCTION
Neuromorphic hardware is inspired by biological brains. Neuromorphic systems offer a complementary hardware alternative to traditional, von Neumann systems [5]. The major advantage of these systems is their potential ability to intelligently compute with relatively lower power cost. There are many potential applications of neuromorphic computing systems, but perhaps the most important is real-time, in situ data processing and analysis. Neuromorphic systems tend to solve the same types of problems as artificial neural networks. Specifically, they tend to emulate spiking neural networks, and thus have the ability to process data that has time components. Neuromorphic hardware is custom-made to represent these networks, so it can emulate larger, more complex neural networks than can be emulated on von Neumann systems, often with much less power.

In a high-performance computing (HPC) setting, neuromorphic hardware has the ability to do a co-processing step on resulting data. Tasks such as classification or anomaly detection can be performed so that points of interest in the data may be flagged for the user as the data is being produced. Thus, rather than storing all of the data and performing analysis later, a neuromorphic system may analyze results from HPC systems in order to pare down the data of interest to the user.

This work describes a neuromorphic hardware effort called Dynamic Adaptive Neural Network Array (DANNA) [2]. It differs from most other neuromorphic projects in that it allows for programmability of structure, and it is trained or designed using evolutionary optimization. This paper describes the DANNA structure, how DANNA is trained using evolutionary optimization, and an application of DANNA to a very simple classification task.

2. RELATED WORK
There are several major efforts to produce neuromorphic computing systems, including IBM’s TrueNorth [9], Human Brain Project’s SpiNNaker [4] and BrainScaleS [10, 11], and Stanford’s Neurogrid [1]. There are also several efforts to build neuromorphic systems using memristors [7, 6, 16]. Neuromorphic computing projects tend to have one of two goals: (1) create hardware that can accurately emulate biological brain behaviors (e.g., BrainScaleS) or (2) create hardware that takes inspiration from biological brains and/or artificial neural networks to attempt to build a useful computing architecture (e.g., IBM’s TrueNorth). Some neuromorphic computing projects are striving for both goals simultaneously. Our approach is to work towards the second goal in trying to produce useful and usable computing architectures that are inspired by both biological brain function and artificial neural network constructs.
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3. DYNAMIC ADAPTIVE NEURAL NETWORK ARRAYS

Dynamic Adaptive Neural Network Arrays (DANNAs) were inspired by a neural network architecture called Neuroscience-Inspired Dynamic Architecture (NIDA) [13, 12, 14, 15, 3]. NIDA uses spiking neural networks embedded in three-dimensional space that are composed of very simple accumulate-and-fire neurons and synapses with delay and Hebbian learning-type mechanisms. An example NIDA network is shown in Figure 1. NIDA networks are designed using an evolutionary optimization (EO) method, which determines their parameters, structure, and dynamics. We have successfully applied NIDA networks to system control [12], classification [15], and anomaly detection [13] tasks.

DANNA shares many characteristics of NIDA and is composed of accumulate-and-fire neurons and synapses with delay and Hebbian learning mechanisms. DANNA networks are two-dimensional arrays of neuromorphic elements, where each element is programmable as a neuron or a synapse. Each element in the array can connect to up to 16 other elements (its eight immediate neighbors and eight additional neighbors one ring out). Figure 2 shows an example of DANNA network. DANNA has currently been implemented on field programmable gate arrays (FPGAs), and a custom-chip implementation is planned for the near future. The hardware implementation allows for speed-up in simulation of the network; future custom chip implementations will also consume considerably less power than software simulations of the networks.

The primary advantage of DANNAs over other neuromorphic implementations is their programmability. DANNAs are composed of neuromorphic elements, which are programmable as either neurons or synapses, allowing for very flexible network architectures to be defined. This differs from most other neuromorphic hardware implementations, where the neurons and synapses are fixed (e.g., many use fully-connected networks, which are unnecessary for most applications). This flexibility allows for an optimization method that can determine both the parameters and the structure of the network that is best suited for the task, without changing the underlying hardware.

DANNA networks, such as the one in Figure 2, are designed using evolutionary optimization. This evolutionary optimization design method determines the parameters of the network (such as weights of synapses and thresholds of neurons) and the structure of the network (number and placement of neurons and synapses). This evolutionary optimization method can operate directly on DANNA networks. In most neuromorphic computing efforts, networks are trained using traditional training methods such as backpropagation, and the resulting networks are mapped to the hardware with some loss of performance (as adaptations are made to the network to allow for restrictions in the hardware). A major advantage of evolutionary optimization as a training method is that it can operate directly on the DANNA networks themselves, taking into account both the strengths and the restrictions of the hardware implementation in designing the appropriate network.

DANNA also differs from other neuromorphic systems in the simplicity of the neurons and the synapses. Neurons are defined by their threshold and charge, and synapses are defined by their weight, delay, and refractory period. The weight values of the synapses are also affected by processes inspired by long-term potentiation and long-term depression. These processes cause the weights of synapses to change over the course of simulation as a result of the firing activity in the network.
4. PRELIMINARY RESULTS

We applied our EO to the Iris data set [8]. All of our training was completed using a software simulation of DANNA. The software simulation matches the behavior of the hardware system and has the same interface, so the hardware implementation could easily be used during the optimization. For the Iris data set, there are four input values (petal length and width, and sepal length and width), and the output value corresponds to one of three iris types (Iris Setosa, Iris Virginica, and Iris Versicolour). There are 150 instances in the Iris data set, 50 of each iris type. We split the data into a training set and a testing set, each of which contained 25 instances of each iris type.

For each application, the evolutionary optimization training method requires the user to define the number of inputs, the number of outputs, and a fitness function. In this instance, there are four inputs (one corresponding to each of the input values), and there is one output. Inputs to DANNA networks come in the form of fires on the input neurons, so the input values for petal length and width and sepal length and width have to be converted to fires. To do this, we normalize the input values so that they are integers between 0 and 10, inclusive, and that number of fires is applied to the corresponding input neuron. We simulate activity in the DANNA networks for 500 clock cycles. We then examine the fires on the output synapse for the last 100 clock cycles. Depending on the number of fires in that time window, one of the three iris classes is chosen. The fitness function for this application simulates the network on each of the 75 training instances, and the corresponding fitness value is how many of those 75 instances were correctly classified.

Using a preliminary implementation of the evolutionary optimization for DANNA networks and a 10x10 DANNA network, we produced a network that achieves 96 percent accuracy on the training set and 98.67 percent accuracy on the testing set. This network has 15 neurons and 30 synapses. All of the fitness evaluations were completed using a hardware-accurate software simulation. The resulting network is shown in Figure 3. These results are comparable with NIDA results on the same task. Though the architectures differ slightly because of restrictions in the hardware implementation (such as connectivity restrictions), we may still expect to find DANNA networks that achieve similar performance on tasks to which NIDA networks have been successfully applied.

5. FUTURE WORK

We intend to pursue several improvements in both software and hardware for DANNA, as well as to tackle more complex applications and tasks. Currently the simulation is clock-based because this approach was the simplest to match the hardware. We intend to explore improvements to the software simulation of DANNA with different algorithmic approaches such as an event queue version as well as parallelizing the simulation using multi-threading, CPU vector instructions (SSE, AVX, etc.), and graphics processing units (GPUs). By improving the software simulation, we will also decrease training time, as we typically use the software simulation during training, due to limited hardware resources.

We intend to explore implementations of the evolutionary optimization design method that is parallelized and scalable. This way, we can take advantage of HPC systems in order to train or design DANNA networks. These networks may then be loaded into the programmable hardware platforms to solve various tasks. Since the evolutionary optimization is reliant on exploration of the search space of solutions, scaling the evolutionary optimization to allow for larger populations will lead to shorter training times. This will allow us to tackle more complex tasks.

We intend to implement development, analysis, and visualization tools to make DANNA more user-friendly, and we are in the process of developing a software/hardware DANNA kit that will be available to outside users. By making the system accessible to a wider array of users, we hope to more quickly explore and test the limits of this neuromorphic system.

DANNA is currently fully implemented for FPGA. In particular, we have implemented varying sized arrays on various sized FPGAs, with the largest being a 75x75 array of neuromorphic elements. A VLSI implementation and a memristor implementation of DANNA are both in progress. Both of these implementations will allow for increased array sizes, and we also expect that they will lead to reductions in power consumption.

6. CONCLUSION

This work describes a neuromorphic architecture, DANNA, that is trained using evolutionary optimization and is currently implemented on FPGA. There is significant potential for neuromorphic systems to work in companion with existing systems in the future. However, there is still much work to be done in discovering the capabilities of these systems, including which applications they are most appropriate for, and how to efficiently train or design them to complete particular tasks. This work describes preliminary results on a
simple classification task using a neuromorphic architecture. We are encouraged by the results, and we intend to apply DANNA to more complicated tasks in order to determine its general applicability to various problem types.
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